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USING MICROCOMPUTER-BASED LOGISTICS MODELS TO ENHANCE

SUPPORTABILITY ASSESSMENT FOR THE USAF

PRODUCTIVITY, RELIABILITY,A IALABILITY AND MAINTAINABILITY

(PRAM) PROGRAM OFFICE: A TAILORED APPROACH

I. Introduction

General Issue

During the last quarter century, the pace of techno-

logical innovation has been staggering. Large organizations

struggle to keep up with the explosion of innovative prod-

ucts and services. In today's complex technological en-

vironment, any organization that fails to seize the oppor-

tunities that technology offers often loses its strategic

advantage over competing organizations.

Technological innovation is an extremely important

issue for the military. While technological innovation is

only one part of the overall military equation, when used

properly it is "a significant discriminator on the modern

battlefield," as well as a force multiplier (29:33).

Failure of the military to transfer technological innova-

tions from ideas, laboiatories, or from the private sector

into practical field applications may mean loss of stra-

tegic, tactical, and logistical advantages.

Technology insertion often offers the chance to reduce

costs, while improving performance, reliability, and main-

tainability at the same time. This is true not only in new
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rudimentary, these managers usually welcome any efforts to

improve their quantitative ability.

In the past, detailed quantitative analysis of the

costs and benefits associated with technological innovations

proved to be a demanding task due, in part, to the lack of

portable, easy-to-use logistics support models that could

help the analyst make sense of the massive amount of data.

Many models e' isted on larger mainframe computers, and their

restricted access and complexity often discouraged many

support analysts from using them.

Today, however, advances in microcomputer technology

have dramatically changed this process. Large increases in

microcomputer memory, drastic reductions in the price of

microcomputer hardware, and impressive improvements in

microcomputer software have all contributed to the appear-

ance of several microcomputer-based logistics support models

that promise to greatly simplify the task of supportability

assessment (40:39). Further improvements in this area offer

the promise of even more logistics models in the very near

future.

While the creators of these computerized logistics sup-

port models extol their virtues and promise assistance in

supportability assessment, their arrival has spawned quite

another dilemma. With all the logistics support models

available today, how does an analyst know exactly which

inodels to use? Additionally, how can the models practically

3
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effectiveness and support cost problems reported by any Air

Force unit (14:1-1).

The RIVET GYRO task force continued to perform its mis-

sion until 1975 when it was directed to become a permanent

organization by the Air Force Chief of Staff (14:1-1). It

continued on with the same objectives of the RIVET GYRO task

force, and existed as a separate agency until 1987, when it

became part of the Air Force Logistics Command (A'LC)/Air

Force System Command's (AFSC) Joint Technology Insertion

Program (JTIP). The expanded mission of PRAM under JTIP is

"to provide Air Force activities the means to immediately

respond to new ideas to enhance combat effectiveness, im-

prove productivity, and reduce operational and support

costs" (14:1-1).

A major portion of PRAM's activities consists of evalu-

ating these new ideas and technologies for adaptability to

existing Air Force weapon systems. Projects proposed to

PRAM can come from almost anywhere; from such diverse places

as aircraft and item users, maintainers, or defense con-

tractors (44).

All of the proposed projects are evaluated against Air

Force supportability criteria, with the focus on improve-

ments over existing systems. This evaluation process is

currently being accomplished through a manual and highly

qualitative validation process. Program managers evaluate

project proposals based on the limited data presented in the

5



proposal itself, personal experience in the area, and other

qualitative methods, such as consulting with other AFLC and

AFSC logistics and engineering personnel (17). While this

process has proved practical, PRAM management would like to

determine if and how current microcomputer-based logistical

support models can be used to assist in the evaluation of

supportability assessments for major PRAM project proposals.

Research Problem

This research was conducted to determine how the use of

existing microcomputer-based logistics support models could

improve the evaluation and validation of technology suppor-

ability assessment for major PRAM project proposals. Ait-

tionally, this study analyzed the benefits and the limr:d

tions of using a tailored modeling methodology tor pert A:,

ing PRAM project proposal evaluation.

Assumptions

1. The state of microcomputer-based logistical support

models has advanced to the point where a sufficiently large

number of models are available for the Air Force to consider

this problem valid.

2. PRAM project managers have sufficient knowledge of

their proposed projects to provide satisfactory answers

regarding the data required for the level of quantitative

analysis undertaken.

6



InvestiQative Questions

To facilitate this research, each of the following

questions was investigated:

1. How are proposals evaluated under the existing

system?

a. What types of decision orientations are typical-

ly considered when performing PRAM project analyses?

b. What type of data collection procedures are used

in gathering data to evaluate proposals?

2. What reliability, maintainability, supportability,

and life cycle cost variables are appropriate for each pro-

posal? Additionally, who determines the validity of these

variables?

3. Are there validated microcomputer-based logistics

models in existence for evaluating these measurements?

4. Do microcomputer-based logistics support models

exist which can be adapted to specific PRAM proposal evalua-

tions?

5. Can a tailored approach (the use of one or more

models, or a combination of models) be used to assist in

PRAM proposal validation across a wide spectrum of Air Force

equipment and weapon systems?

6. What limitations exist in using current micro-

computer-based logistics models in evaluating PRAM project

proposals?

7



7. Can the use of current microcomputer-based,

quantitative logistics models assist in the cost/benefit

analysis of technology insertion?

Scope and Limitations

At any given period of time the PRAM Program office has

more that 100 active projects under consideration. As this

was exploratory research, in order to sufficiently narrow

the scope of the research effort, only three project pro-

posals were used for eval'iation. According to PRAM person-

nel, these projects were typical of the range of proposals

received by the PRAM office. Once the level of management

analysis and data requirements were determined, each PRAM

proposal was quantitatively analyzed using the model that

best suited the analysis. While using more than one model

for proposal analysis and then comparing results would

greatly improve the internal validity of this research. it

was beyond the exploratory nature of this study.

8



II. Literature Review

Overview and Scope

This review starts with the general issue of technology

insertion, beginning with a broad overview of the issue, and

ends with a discussion of specifically how the PRAM Program

office adapts existing technologies to Air Force applica-

tions. Next, the use of microcomputer-bnsed models as a

means of quantitatively evaluating proposals for technology

insertion within the Air Force is examined, starting with a

discussion of the expanding use of these models and con-

cluding with specific examples of their use. The final

section of this review discusses current Air Force efforts

to adopt a similar tailored methodology through the estab-

lishment of the Supportability Investment Decision Analysis

Center (SIDAC).

The Importance of Technological Innovation

Few would argue the importance of the need for tech-

nological innovation in today's environment. Allesch, in

his article about the innovation process and technolocy.

remarked that because of the shortening of life cycles in

technological development, innovation "has become a decisive

factor for survival" in today's organizational world (1:3).

Because technology innovation is so vital, Allesrh

argues that innovation must be systematically managed and



supported by top management within the organization.

A!lesch states:

The positive attitude of top management and executives
towards innovation, and their support of those staff
members directly involved in particular phases of the
innovation process will decisively influence its suc-
cess (1:5).

Allesch goes on to discuss how the innovation process

should function within an organization, including five

specific phases for successfully managing innovation: the

recognition of opportunity; idea formulation; product defin-

ition; prototype solution; and finally, technology utiliza-

tion and diffusion (1:12). While written for primarity a

civilian industrial audience, this description of the in-

novation management process has broad implications for

military organizations as well.

Muramatsu and Ichimura also discuss technological

innovation, although their discussion is more narrowly

focused on product innovation management (34:15). However,

their article does address important aspects involved in

managing product innovation. In their article, Muramatsu

and Ichimura underscore the importance of product innovation

management as an important business strategy. Their sugges-

tion that product innovation management is critical to the

fundamental survival of the corporation, also has implica-

tions for the military. While the military has no market

share to gain or hold, it is very concerned with maintalninQ

strategic advantage.

10



Muramatsu and Ichimura contend that any effective

evaluation of product improvement management includes the

use of specific measurements to gauge management progress.

Although two of the measurements, the new product sales to

total sales ratio and the profit gained by new product to

total sales have no military equivalent, the concept of

using return on investment (ROI) as a measure of management

success is used in Air Force product innovation management

(44).

The authors note the importance of developing informa-

tion to help in the analysis of new product development.

Product characteristics that should be evaluated during

development include:

- specification
- efficiency
- reliability
- safety
- maintainability
- ease of operation
- transportability
- feeling
- guarantee
- life cycle costs
- others (34.21).

Muramatsu and Ichimura state that information gathered in

each category "will help top management make decisions

regarding new prndcwii development" (34:21).

It is important to note that with only a few minor

modifications, the entire list of product characteristics

applies to Air Force product innovation applications, as

well as civilian applications. When Air Force product

I'



innovations proposals are evaluated, current Air Force

regulations mandate that decision-makers consider the R&M

2000 goals of combat capability, combat support vulner-

ability, manpower, mobility, and costs when making innova-

tion recommendations (24:2). These R&M 2000 goals incor-

porate all of the product characteristics that Muramatsu and

Ichimura discuss in their article on product innovation

management although they fail to mention any quantitative or

qualitative measurement considerations for product charac-

teristics (34:21).

Technological Innovation: Its Military Importance

While technological innovation has broad implications

for survival across the organizational spectrum, nowhere is

the successful management of technological innovations more

keenly felt than in military organizations. Whereas the

failure to successfully manage technological innovation in

the corporate world might spell the demise of a particular

corporation, failure to successfully manage technological

innovation in a military organization can have a potentially

severe impact on national security and war-making capabil-

ity.

Retired Air Force Lieutenant Colonel David Mets high-

lighted the importance of technology on the battlefield

(32:13). Mets implied that there have been times throughout

history when technology was the decisive factor in battle.

12



He also suggests that there may have been times when a newly

developed technology could have been the decisive factor,

but military leaders were "simply not ready" to take ad-

vantage of the opportunity posed by technology, many times

because they did not believe the technology would work

(32:13).

Mets then points out several examples of where technol-

ogy could have been the deciding factor, including advances

during the civil war, the failure of military leaders to

take advantage of the technological innovations of WW I, and

a number of technological innovations in U.S. Air Force air

superiority and close air support arenas that could prove to

ta the deciding factor on the battlefield of the future

(32:16).

Unfortunately, Mets left out any discussion about the

evaluation of technological innovation. However, Major

Robert Maginnis, in his article "Selecting Emerging Tech-

nologies," gives us a brief expose on areas to evaluate when

selecting technologies for battlefield use (29:33).

While Major Maginnis's discussion of evaluation

criteria focuses in on emerging technologies for the Army.

it also applies to existing technologies and cuts across

service boundaries as well. Maginnis suggests that in

testing each technology for its military application, the

Army uses the following five questions:
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1. Does the new technology allow the Army to do more
with less?

2. Will it deliver more rounds on target, travel more
miles per gallon, provide more punch per round, last
longer between overhauls and more?

2. Does the new technology reduce the current admini-
strative and logistical requirements of the system to
be replaced?

4. Does the new technology simplify training?

5. Is the new technology the best use of scarce re-
sources? (29:36-39).

Maginnis stresses the importance of selecting proper

technologies for military applications when he declares:

the U.S. and the U.S.S.R. are locked in a struggle to
capitalize on militmr, technologies. The objective is
military supericaity and political leverage. They are
able adversai-les we must counter (29:41).

Maginnis suggests that in order to counter the Soviet

technological threat, the Army must integrate technological

innovations into its weapons and equipment. He concludes by

declaring that only by evaluating technoloqical innovations

against the five questions posed earlier in this article,

will the Army encounter a measured amount of success with

technological innovation (29:41).

Maginnis also discusses evaluation criteria for emer-

ging technologies. In this regard, he narrows the focus of

technological innovation even further than Mets, but focuses

only on selecting emerging technologies for the Army. The

methods which the Air Force uses to evaluate emerging and

existing technological innovations for Air Force applica-
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tions differ somewhat, according to its unique national

security roles and missions. The next section of this

literature review focuses on one office within the Air Force

which finds itself intimately involved in the Air Force

technological innovation process.

Tb 'J2AE PiAAM ProQram Orfice

The United States Air Force has a number of research

and development programs dedicated to technological innova-

tion. However, most of them are concerned only with devel-

oping emerging technologies for future weapon systems. For

many years there was no coordinated effort to evaluate

existing, "off-the-shelf" technological innovations for

broad Air Force application. The Air Force lost many oppor-

tunities to take advantage of significant gains in technol-

ogy (44). That changed in 1975, when the Air Force Chief of

Staff established the Productivity, Reliability, Avail-

ability, and Maintainability (PRAM) Program. The PRAM

Program was designated by the Chief of Staff to "immediately

respond to new ideas to enhance combat effectiveness, im-

prove productivity, and reduce Air Force operations and

support (O&S) costs" (15:1).

The PRAM office accomplishes its objectives through the

initial screening and thorough investigation of new ideas

submitted to it from a wide variety of Air Force and private

agencies. All of the ideas submitted to the PRAM office are
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proposals to incorporate new or existing technologies into

fielded weapon systems or proposals to use this technology

to improve an operational or support process (17).

The PRAM Program Management Directive directs the

program office to identify projects with potential for

improvement in:

a. R&M improvements which enhance warfighting
capability and logistics perrormance.

b. Systems, subsystems, or equipment with consistently
low reliability and maintainability and/or high O&S
costs.

c. Maintenance, operating and training concepts.

d. Personnel productivity including training and skill
levels.

e. Adaptability of equipment to broader applications.

f. Maintenance data collection systems, data informa-
tion analysis systems, and other procedural systems
(15:4).

If it becomes readily apparent from initial screening that

the proposed idea will not improve one of the categories

listed above, the idea has a very low probability of being

evaluated by the PRAM office (44).

This initial screening is also called the PRAM inves--

tigation. It is designed to provide senior PRAM decision

makers relevant answers to the following questions:

1. Is there a real problem that PRAM can redlistically
affect?

2. How critical is the problem? How does it relate to
R&M 2000 objectives and the PRAM charter?

3. Is there a likely, practical solution? Are costs
and schedule to attain the solution realistic?
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4. Are there on-going related efforts? How are they
related? Is there a potential duplication of effort?

5. If approved as a PRAM project, who will manage it?
What other organizations need to participate?

6. Is there support from the operational command, the
SPO or the SPM to perform this effort as a PRAM
project?

7. Who will implement the results? How will they be
implemented?

8. It a cost saving ertort. can the before" and
'after" costs be obtained? Are the net benefits
sufficiently large to justify the project? (14:3-1).

The initial PRAM investigation reflects the highly qualita-

tive nature of these questions. As a result, the initial go-

ahead decision relies heavily on the subjective judgement of

senior PRAM management. The only objective of the PRAM

office at this stage is to determine whether or not the idea

has sufficient merit to justify the expenditure of resources

in performing a full scale cost/benefit evaluation.

Once an idea has successfully survived this initial

screening process, it becomes a Candidate Project. A Can-

didate Project "is a PRAM project proposal for which a

project plan has been developed and all actions necessary to

present that idea to the PRAM board have been accomplished

and documented" (14:3-2).

The PRAM board is a group of Air Force managers who

meet as necessary to approve or disapprove the expenditure

of PRAM funds necessary to underwrite the research and/or

development of Candidate Projects. For projects with re-
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search and development costs of under one million dollars,

this board consists of senior JTIP and PRAM management.

However, once the cost of R&D for the proposed project

exceeds one million dollars, the Candidate Project must be

approved or disapproved by a General Officer's Steering

Group, consisting of General Officers from both AFLC and

AFSC (15:3).

Assuming the appropriate board approves the Candidate

Project for full scale testing and evaluation, it now be-

comes an active PRAM project. As most projects require con-

tractor support, a procurement package is prepared by the

appropriate PRAM project manager. Full scale testing and

evaluation of the project then follows (44).

The successful testing of an active project normally

ends PRAM's responsibility for the project, as PRAM's

charter calls only for the research and development of any

proposed idea, and they are expressly prohibited from spend-

ing any funds for project implementation. The ultimate

implementation of any successfully demonstrated project

rests with the using command (44).

While the PRAM board considers many factors in ap-

proving or disapproving a project, their decisions reflect

the PRAM board's judgement of the potential for each Can-

didate Project to provide tangible benefits to the Air Force

in terms of reliability, maintainability, supportability.

and/or cost reduction. The decisions are made based on the
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information presented in the Project Manager's board brief-

ing. If the Candidate Project does not show the potential

for improvements in any of these areas, there is almost no

chance for further development of the Candidate Project.

The determination of whether any Candidate PRAM project

becomes an active project depends as much on the proper

analysis and clarity of presentation of the Candidate

Project to the PRAM board as the potential benefits of the

project itself. Although the project manager for each

Candidate Project must take many qualitative factors into

account, at some point during the investigation estimates ot

benefits are quantified into some measure of merit.

For all PRAM Candidate projects the primary measure of

merit is useful life savings (ULS), a quantitative estimate

of the tangible cost savings to the Air Force over the

useful life of the improved product or process (14:D-3).

However, many other measures of merit, such as estimates of

improved reliability, maintainability, and combat capability

are often considered during the analysis of the Candidate

Project and can directly impact the final decision of the

PRAM board.

Although most of these estimates are presented to the

PRAM board as quantitative estimates, usually in terms of

ULS expressed as a dollar amount, they are arrived at by

highly qualitative means. While this has proven practical,

it has often left the project managers vulnerable to crit-
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icisms of incomplete analysis, although many project man-

agers argue that proper analysis of Candidate Projects will

always involve qualitative factors which can never be cap-

tured.

Indeed, many of the qualitative factors of the PRAM

decision making process can never be captured using quan-

titative methods. It is also a fact that we live in a

uncertain world, and performing cost/benefit analyses on

products which have yet to be fully developed for military

use is fraught with error and risk. But in spite of the

uncertainty of any undertaking, there are a variety of

methods used to attempt to quantitatively analyze the costs

and benefits of projects.

Nevertheless, many PRAM project managers have been

disinclined to apply quantitative methods to program anal-

ysis. The unfortunate result may be that decisions to

approve or disapprove Candidate Projects may be based on

inaccurate information, leading to improper allocation of

scarce resources or missed opportunities for improved weapon

systems or processes.

Most project managers within the PRAM program office

would welcome any tool which would help them perform a

better and more complete analysis of Candidate Projects. As

the analysis of all Candidate Projects involves an assess-

ment of costs and benefits, any tool which can provide the

project manager with the opportunity to rigorously assess
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the benefits and perform sensitivity analyses may signifi-

cantly reduce the risk of ultimate project failure.

Microcomputer-based Logistics Assessment Models: Analysis

Tools

Project and program managers in the PRAM Program Of-

fice, as well as program managers throughout the Air Force,

seek ever better ways to evaluate their programs and

projects in an effort to make program and project decisions

which assist in reaching Air Force reliability and main-

tainability (R&M) goals. While some ideas for PRAM projects

have been so well thought out and presented that their

overwhelming benefits became so immediately apparent that

they did not require any in-depth analysis, most have been,

and continue to be, fairly complex, requiring an analysis of

trade offs between reliability, costs, manpower. mobility.

and survivability (17). These decisions are often ill-

structured and are ideal candidates for using logistics

support models.

Blanchard discusses the integration of models with

other techniques in the performance of logistics support

analysis (LSA) (4:148). While his discussion of models and

analytical techniques focuses primarily on more complex

logistical analysis tasks than the supportability assess-

ments required by the PRAM office, it provides a good in-

sight into how models are used to perform such analyses.

21



Blanchard sees models as analytical tools that aid in

problem solving. Additionally, models should facilitate the

logistics support decision making process. Models are

important, he argues, because they allow the analyst to

consider alternative solutions to the problem being con-

sidered (4:148). Other benefits that he ascribes to the use

of models in the LSA process include:

1. the ability of the model to integrate several in-

dividual elements of the LSA process into an entire system,

thus allowing the analyst to uncover relationships between

data elements that might otherwise go unnoticed;

2. the ability to 'rapidly and efficiently" compare

several different problem solutions;

3. the ability to define causal relationships at

previously went unexplained;

4. a fairly quick indication of data needed to use any

given model;

5. the ability to make predictions, as well as evaluate

risk and uncertainty" (4:149).

For all the potential benefits posed by the use or

models, however, Blanchard is quick to note that their use

is not without limitations. First and foremost, he points

out that models are only tools to aid the decision maker.

They do not make decisions. He also points out that because

of the unique nature of many logistical problems, the anal-

yst may have to develop his or her own model in order to
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completely analyze the problem at hand. This, he says, is a

difficult task, even under the most ideal circumstances

(4:150).

An important problem in the use of any model is the

amount and accuracy of the data used in the operation of the

model. Unfortunately, while Blanchard does acknowledge the

immense importance of this step in the successful use of any

model, he does not elaborate at all on the severe conse--

quences of using data that is inaccurate or untimely.

Blanchard's treatment of models was intended to cover

both manual and computer-based models. Additionally, he pro-

vides an introduction to four categories of problems, in the

area of logistics, that computer-based models were intended

to help solve. According to Blanchard, these categories

include:

1. Conceptual design and advanced system development.

2. Detail equipment design.

3. Determination of specific logistical support re-
quirements.

4. Assessment of loaistics support etfectiveness
(4:438-439).

While discussing specific computer-based logistics sup-

port models. Blanchard elaborates on earlier cautions of

model use. This time, however, his specific focus is on the

pitfalls and abuses of computer--based models. He wa'rns the

analyst against attempting to use an "all-inclusive" model,

recommending that the analyst use an "integrated set" of
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models instead (4:441). Blanchard sees the use of an in-

tegrated set of models as a clearly superior approach,

because it provides the analyst the flexibility to solve a

wide variety of problems. However, in his enthusiasm for

this integrated approach, he fails to address the problems

of additional training and the difficulty of model main-

tenance that such an approach brings to the LSA process.

Blanchard also warns against the potential danger or

"gross oversimplification" of the problem through the use of

computer-based models. While the model may be "mathe-

matically feasible," it may not be an accurate reflection of

reality. The end result might be a model which does not

provide the analyst or decision maker with any useful re-

sults (4:441).

The last caution Blanchard makes regarding these com-

puter-based models is against becoming too attached to any

one specific model. He argues that there is a tendency for

analysts to become "so attached" to a specific model that

"they will insist that the model is the real world and/,or is

directly applicable to all problems at hand" (4:442).

Blanchard again warns that models are 'only a tool" for

assistance in the decision making process "and cannot be

considered a substitute for experience and judgement"

(4:442).

Blanchard finishes his discussion on computer-based

models by giving only a couple of examples of modeis that
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exist for problems falling into logistics support or assess-

ment categories. While he briefly describes what each model

accomplishes, he does not attempt to explain the relative

merits of any of the computer-based models, nor does he give

the reader many clues as to the complexity of some of the

models.

Drezner and Hillestad also discuss models and their use

in analyzing logistics supportability. Their treatment of

this area was more specific than Blanchard's, with their

focus being on a broad review and analysis of the roles that

models have in solving logistics support problems. Addi-

tionally, they discuss future trends in the area of logis-

tics models (16:1).

As Figure I illustrates. Drezner and Hillestad argue

that a logistics model is a combination of methodologies ard

measurements as they apply to one or more functional areas

of logistics support (16:4). This combination of method-

ologies and measurements can be as simple as a single ap-

plication of a methodology and measurement to one functional

loastics area. However, as weapon systems become more

technologically complex, more often a logistical model

becomes an integrated set of methodologies and measurements

being applied to a cross functional set of logistics support

areas (16:4-5).
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FUNCTIONAL AREA MFTHODOLOGY
" Maintenance * Simulation
" Supply/Inventory * Mathematical
" Transportation programming
" Communication * Net:ocrk methods
" Other (procurement, * Decision methods

basing, facility loca- * Statistical and
tion and layout, etc.) probability methods

* Other (heuristics,
production functions,
etc.)

THE LOGISTICS

MODEL

MEASURE FUNCTIONS

I Individual function measures--
e.g., fill rate, equipment util-
ization
Cross functional peacetime
measures--e.g., operational
ready rates
Cross functional wartime capa-
bility measures--e.g., combat
capable aircraft available to
fly as a function of time

Figure 1. The Logistics Model(16:4 )



Drezner and Hillestad discuss the various ways models

have developed and have been used in each of the functional

areas. In doing so, they raise many fundamental issues of

the use of models in the logistics support arena, and sug-

gest several areas of improvement. They are concerned that

most models focus too narrowly on a single tunctional iog--

tics area, and fail to capture appropriate relationships

that may occur between functional areas. They also raise

concerns about the type of mathematical, statistical, and

probability assumptions that are often carelessly generated

during model development. They point out that most models

built for logistics support assume that much knowledge

exists concerning various expected values and probability

distributions occurring in logistics data. when in fact very

little is known about many of these data probability dis-

tributions (16:13).

Probably the most important issue brought out concern--

ing loqistics models, however, is their peacetime-wartime

dichotomy. According to Drezner and Hillestad. the combined

effects of a "long period of peacetime activity for the

military, the reduction in real defense appropriations, and

the increasing cost of sophisticated weapon systems" re-

sulted in the development of a host of models with emphasis

on "peacetime efficiency" (16:17). This emphasis cn peace-

time support objectives and peacetime efficiency, however.

conflicts with the more dynamic logistical support require-
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ments that almost certainly will occur in war. Drezner and

Hillestad claim that much more emphasis is needed in devel-

oping models which will account for the logistical support

requirements needed for a variety of tactical wartime

scenarios (16:18).

While developing models that include combat cap-bility

measures of merit is indeed a very important task for future

lcgistics model developers, the simple fact remains that

budget constraints and economic benefits remain important

parts of any good analysis. However, Drezner and Hillestad

devote only a small portion of their article to discussing

the economic aspects of logistics models.

This analysis of logistics models assumes that the

reader knows that most of the models and modeling techniques

discussed require the use of computers to provide the anal-

yst with any concrete benefit. Nowhere in their entire

discussion of logistics models do they mention the need to

use computers to run most of the logistics models currently

in use.

Another issue that Drezner and Hillestad do not spend

very much time discussing is the use that many logistics

support models make of dollar costs in performing analysis.

Many of the newer logistics support models u-e important

measures of merit other than cost. While these newer meas-

ures or merit (reliability, maintainability, and combat

capability) are extremely important in the supportability
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decision making process, the fact remains that, especially

in today's budgetary environment, many senior Air Force

managers are interested in relating reliability, maintain-

ability, combat readiness and mobility measures of merit

into bottom line cost figures. This is especially true in

the PRAM program office, where currently one of the most

important quantitative measures used in evaluating any

project is the useful life savings the project is expected

to accrue and comparing that to the initial investment that

the PRAM office will have to make in developing the military

application of the technology.

The PRAM Program Office calls this ratio of useful life

savings to investment costs the return on investment (ROI)

accrued by the project. Although this definition of ROI is

unconventional (traditionally ROI is defined as the monetary

return a business firm in the private sector receives in

return for its initial dollar investment, expressed as an

annual percentage rate), it adequately expresses the idea of

logistics analysis performed in terms of economic costs and

benefits.

PRAM's trade off analysis, comparing up front invest--

ment costs against projected savings in operational and

support costs over the useful life of a project, is not a

new idea. For over fifteen years the Air Force, as well as

the entire Department of Defense, has been concerned with
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performing trade off analyses of weapon system acquisition

costs of against their operational and support costs.

This concept is now commonly referred to as life cycle

cost analysis. Very broadly defined, it "refers to all

costs associated with the system and or product and applied

to the defined life cycle" (3:9). Within the Air Force, the

categories of life cycle costs include research and develop-

ment costs, investment costs, and operating and support

costs (31:11).

Many logistics support models have been developed in

recent years that attempt to perform various aspects of life

cycle cost analysis. In 1978, Marks, Massey, and Bradley

performed an in-depth evaluation of several of the more com-

monly used life cycle costs models in an effort to help ac-

quisition managers contend with the uncertainty involved in

the newly emerging field of life cycle cost analysis (31:v).

While this report (referred to as the Rand report) primarily

focuses on how the various life cycle cost models are used

in the acquisition community at large, the observations,

conclusions, and recommendations of the Rand report are very

salient to any serious review of logistics models.

The Rand report was important because it reported

findings concerning problems with both the life cycle costs

process and life cycle cost models. Unfortunately, it dis-

cussed data collection problems for these models only
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briefly, failing to address the consequences of collecting

poor data.

Although the Rand report was motivated by concerns of

how aircraft configuration changes and modification pro-

posals for systems were evaluated in light of development,

investment, and operational and support costs, it soon

turned into a systematic evaluation of the entire life cycle

cost process in the Air Force acquisition community. In

their attempt to evaluate how well life cycle cost models

captured various elements of the life cycle analysis

process, the researchers discovered that the entire life

cycle cost process was not clearly defined within the Air

Force acquisition community. One of the primary results of

this finding was the recommendation to classify life cycle

costs into the research and development, investment, and

operating and support categories, along with various sub-

categories (31:6).

The Rand researchers evaluated six of the most commonly

used life cycle cost models in use at the time. Figure 2

describes each model evaluated. This figure briefly ex-

plains the classification of each model, its main purpose,

and the relevant strengths and weaknesses of each model as

highlighted in the Rand Report.

The Rand report was critical of all life cycle cost

models they evaluated. In their conclusion they stated:
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The principal message that emerges from our research is
that current LCC models contain many shortcomings that
limit their usefulness for life cycle analysis of major
modification proposals or other applications requiring
estimates of absolute incremental cost (31:40-41).

Additionally, they concluded the primary reason that the

models were flawed in many areas was because they either

poorly addressed causal relationships and cost driving

factors of many of the life cycle cost variables or failed

to address them all together.

How did they suggest the logistics support analyst

handle this dilenma? Their conclusion in light of the

previous finding was rather straightforward. They recom-

mended:

When the evaluations (of the six models) indicate that
a proposal's principal cost driving factors and cost
elements are addressed poorly (or not at all) the
models should be used cautiously, and any cost savincgs
predicted should be strongly supported by additional
analysis or empirical evidence (31:41).

One of the critical assumptions the Rand report seemed to

infer was that most life cycle cost studies needed to make

absolute incremental cost estimates (31:40). Often, as in

the case of the PRAM Program office, this assumption does

not hold. Unfortunately, while acknowledging that life

cycle cost studies may be undertaken with only an interest

in relevant or approximate cost estimates, the Rand re-

searchers do not address the issue of the appropriate use of

these models in making any rough LCC estimates.
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During the course of this study, the researchers dis-

covered that obtaining the appropriate input data for these

life cycle cost models proved to be a very daunting task

indeed, while optimistically stating, "with sufficient

effort and time, it should be possible to overcome the main

methodological problems and data deficiencies of life cycle

cost analysis" (31:42). Eleven years later, however, the

problem of serious data deficiencies is still a very sig-

nificant problem in life cycle cost analysis. It is a

problem that has very broad implications for the use of life

cycle cost models as well as a host of other logistics

models. Unfortunately, this problem seems to be one that is

rather intractable.

Another issue that the Rand researchers did not concern

themselves with was the issue of man/model interface. Al-

though they criticized the models heavily for not capturing

the proper cost driving factors or cost element relation-

ships, they did not discuss the amount of training needed by

analysts to properly interface with each model. The only

hint of this problem comes when they discuss the bulky

nature of the Logistics Composite (LCOM) model, and the

large number of inputs it requires (31:25).

One issue that logistics modeling literature did not

address before the 1980s was the issue of model portability.

Additionally, the issue of using logistics models on various
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computer systems has received attention only in the most

recent literature.

These issues, as well as a host of others concerning

the use of logistics models on computer-based systems,

surfacted as a direct result of the introduction of inexpen-

sive and powerful microcomputers during the early and mid-

1980s. Prior to this major technologicai advancement, the

use of logistics models required interface with computer

systems groups, management information services personnel,

or other data processing departments (40:39). The develop-

ment of logistics models, prior to the introduction of the

microcomputers, was always a prolonged and expensive task,

requiring the efforts of many programmers and extensive

mainframe computer resources. As a result, computer-based

logistics support analysis was often a complex task and many

early attempts at using computers to perform this type of

analysis were eventually abandoned (44).

These early failures soured many logistics support

analysts on the use of models and computers for performing

any logistics support analysis. Genet's and Demmy's advice

to new logistics analysts concerning the use of computers

and logistical models is thought to be an example of this

earlier frustration. They warn the new analyst to be ex-

tremely cautious when using the computer to perform logis--

tics support analysis. They state:
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Be forewarned that (computer) programs take five times
as long to write as planned. Computer programs never
work right the first, second, third or forth time.
Computers always go down when you need them most
(20:39).

Additionally, in warning against the use of computerized

logistics models, these authors declare:

Be informed that canned simulation models always
require lots of input data that you will not be able to
get no matter how hard you try (so you will end up
guessing). Also be informed that canned models usually
contain hidden undocumented critical assumptions that
will leap out and grab you at the last moment, when
it's too late to recover (20:39).

These warnings against what Genet and Demmy call the

"twin diseases of computeritis and modelitis" are very

important. The improper use of computers and canned models

by novice analysts can lead to improper analysis and poor

decisions. However, implied in these warnings was a sense

of frustration experienced by many logisticians concerning

the complexity of using these large models on the existing

computer mainframe technologies of the 1970s.

The introduction of inexpensive microcomputers with

very large and powerful memories overcame many technological

barriers that previously existed in logistics model develop-

ment efforts. Additionally, along with the introduction of

this new microcomputer hardware, came a host of improvements

in application software. The end result has been a devel-

opment of an entire new generation of general and specific

computer software that allows the logistics support analyst
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and program manager to more readily take advantage of the

logistics support modeling environment.

The variety of microcomputer tools now available for

use by the logistics support analyst covers a very broad

spectrum from simple spreadsheets to more complex prograrn3

which use cost estimating linear regressions and probability

distributions to represent historical data. These new tools

have given the analyst ever increasing flexibility in per-

forming supportability analysis of complex weapon systems.

Additionally, these new software applications require little

or no computer expertise to operate. As a result many

logistics analysts, program managers, and even senior Air

Force managers are beginning to use microcomputers to assist

them in tactical and strategic decision making. As micro-

computers become even more powerful and the software becomes

even easier to use, there is little doubt that this trend

will continue.

As a result of resent technological advances, a con-

tinuum of logistics support microcomputer models has devel-

oped within the last five years. As Figure 3 illustrates,

the range and scope of models that exists along this con-

tinuum varies from tailored models designed by analysts

using existing commercial software products to composite

modeling efforts designed to more completely integrate

functional logistics areas with different functional

measures of merit.
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Green provides the reader with one example of a

tailored model through his use of a standard commercial

spreadsheet package to perform simple life cycle cost anal-

ysis (22:33). He took advantage of simple spreadsheet

modeling methods and several financial functions built in to

the spreadsheet. The result was a simple-to-use. customized

life cycle cost model which allowed the user to quickly com-

pare the life cycle costs of several alternatives and easily

change any factor in the model in order to perform sen-

sitivity analysis. Additionally, it was designed to capture

the net present value of the various alternatives examined.

allowing the decision maker to evaluate all projects in

light of current dollars (22:34).

Green assumes that most analysts will be familiar

enough with microcomputer applications so that learning how

to use a spreadsheet will not be difficult. He concludes by

stating "spreadsheet-based life-cycle analysis can yield a

valid result with a reasonable amount of investment of time

and energy" (22:36). This common microcomputer application

can become a useful tool for the loaastacs suoport analyst

in only a matter of days, allowing the analyst to perform

not only accurate life-cycle cost analysis. but a host of

other logistics support studies that use complex mathemati -

cal formulas.

Many other tailored logistics models have been devel-

aped by a variety of Air Force analysts. As microcomputer
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application software becomes more oriented to business and

government managers as their primary customers (as opposed

to computer science professionals), the traditional distinc-

tions between the managers as end users of models and man-

agers as model builders has often become blurred. End-user

model development allows the logistics support analyst to

bypass many developmental difficulties, in terms of time and

effort, that exist by using more traditional Air Force

methods of software development.

The Air Force is actively encouraging this user-devel-

oped software modeling effort in assisting decision makers

efforts to solve a wide variety of logistics support prob-

lems. To further this effort, the recently established

Information Systems Technology Application Program (I3TAP)

was developed to 'advocate the use of commercial software.

programming aids, and end-user development to facilitate

(Air Force) software production" (46:22). The ISTAP hopes

to have over 50 percent of all new Air Force software user-

developed by the end of FY 1989 (46:22).

Not only has the microcomputer revolution produced a

wide range of user-developed models, it has been responsible

for a host of more sophisticated models which seek to im-

prove logistics support analysis in different functional

logistics support areas. Examples of microcomputer models

developed for specific functional logistics support areas

are the recently developed Aircraft Availability Model
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(AAM), a microcomputer version of a supply spares provi-

sioning model and the Automated Air Load Planning System

(AALPS), a microcomputer version of a transportation expert

system designed to assist military transporters in cal-

culating cargo load requirements for air transport (25:2-i).

In addition to the functional logistics models, one

finds logistics models designed to capture a single measure

of merit over a wide variety of functional logistics areas.

While many of these models are more complex than those

designed to measure a single functional logistics area, as

Figure 3 illustrates, there are no distinct boundaries

separating these two categories. Among some of the most

widely used models in this measure of merit category are a

number of models which are designed to capture weapon system

and subsystem life cycle costs.

In the life cycle cost arena. two relatively new micro-

computer-based life cycle cost models which are representa-

tive of this type of model are the Statistically Improved

Life Cycle Cost (SILCC) model and the Cost Analysis and

Strategy and Assessment (CASA) model. Although both are

microcomputer based, they vary widely in scope.

The SILCC was designed primarily to provide Air Force

logistics support analysts and program managers with the

ability to perform life cycle cost trade off analysis down

to the subsystem and component level (46:2). It was

designed to calculate a wide range of life cycle costs,
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primarily focusing on operational and support costs, but

evaluating all life cycle costs. It requires only 36 data

inputs for each alternative being evaluated, and provides

the user with 19 outputs for each alternative. These output

categories are divided into four categories; numbers of

spares required, number of maintenance hours required,

expenditures, and total life cycle costs (37:26,30).

CASA, on the other hand, is a more complex life cycle

cost model designed to be used by a wide range of program

managers and logistical analysts throughout the Department

of Defense (25:30). The CASA model:

provides automated support for LCC estimates. trade-off
analysis, repair level analyses, production rate and
quantity analysis, warranty analyses, spares identafi-
cation, resource projections(maintenance planning),
risk and uncertainty analysis, cost driver sensitivity
analysis, reliability growth analysis, evaluation of
engineering change proposal-, operational availability
analysis, spares optimization, and design to life cycle
cost studies (25:30).

This model has six major modules and was designed to run on

an IBM-compatible microcomputer. The development and use of

this complex LCC cost model on a standard microcomputer

would not have been possible less than a decade ago.

The most recent advancement of logistics support model

technology is composite modeling. Composite modeling seeks

to combine two or more logistics support models into a

sinqle, inteqrated model in an effort to capture causal

relationships between several different measures of merit.

Within the military, composite modeling also attempts to
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bridge the current gap between peacetime efficiency models

and those models that attempt to assess the wartime logis-

tics support capabilities.

Two mncels which are representative of recent composite

modeling efforts are the System Cost Operational Performance

for Modification (SCOPE-MOD) model and the Logistics Assess-

ment Methodology Program/Logistics Assessment Work Station

tLAMP/LAWS). Both of these mcdels are integrated composites

of ether complete models. Both models were also designed to

integrate all five of the Air Force's R&M 2000 goals into a

single model to allow an Air Force program manager to per-

form trade off analysis between warfighting capability,

survivability, mobility, manpower, and life cycle costs

(39:1-1;45:45).

SCOPE-MOD was designed to provide logistics support

analysts with a comparative model that evaluates how "pro-

posed R&M modifications will enhance R&M 2000 goals" (39:1-

2). It is the combination of two distinct models. DYNAMOD

and MICROSTRAT.

DYNAMOD. a "logistical pipeline model', was designed

using the same methodology developed for the popular DYNA-

METRIC spares provisioning model produced by the Rand Cor-

poration (39:B-2). Designed to determine warfighting im-

provements of proposed R&M alternatives at the squadron

level, it uses R&M data, spares data, and typical wartime

flying scenarios to predict 30-day aircraft availability and
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sortie rates at the squadron level for a variety of weapon

systems (39:2-4).

The second model integrated into SCOPE-MOD, MICROSTRAT,

computes weapon system life cycle costs. The model computes

both investment and annual operating costs for a two dif-

ferent sets of components; the baseline set and the modified

set. The resulting output compares both the annual and

cumulative life cycle costs of the weaponi system baseline

component set to tne same weapon system with the modified

component set (39:D-2).

Like SCOPE-MOD, LAMP/LAWS is a composite modeling

effort that integrates several models in an effort to pro-

vide a complete REM 2000 goals assessment. Unlike SCOPE-

MOD, however, LAMP/LAWS integrates six previously accepted

DOD logistics support models in its effort to capture all of

the R&M measures of merit (24). Figure 4 lists and briefly

describes the six models used for calculating LAMP/LAWS

outputs.

Since the introduction of practical microcomputer tech--

nology, the pace of both hardware and software developments

has been astounding. Both hardware and software technology

are often obsolete within a year after they are introduced.

Microcomputer technology is in a continual state of flux.

with new hardwa,-e and software products being developed

almost weekly.
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This state of rapidly changing microcomputer technology

has been probably one of the key factors in the substantial

growth of composite logistics models. While still a very

complex process, the time needed to integrate complete

logistics models into a single composite package has de-

creased exponentially. During a recent logistics support

conference, one model developer recently pointed out that

his company's first effort at composite modeling took about

ten months. Less than two years later, the time this same

company needed to develop a composite modeling package was

less than three months (26).

While this rapid growth in modeling capability is

touted by the model developers as a great boon for analysts

and decision makers alike, it also has some very distinct

disadvantages. Probably one of the biggest drawbacks is the

large delay created between model development and indepen-

dent model validation.

As with any analytical tool designed to aid decision

making, microcomputer logistics support models will not gain

widespread acceptance from those responsible for performing

supportabil" :-, ""s unless itlv can be used with some

known degree of confidence. Ideally, model developers con-

front this confidence issue through verification and valida-

tion (38:33). Verification is the process of ensuring the

software operates properly and its implementation of the

model is conceptually correct. While this process may be
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complex and time consuming, it is the rather straightforward

task of ensuring that the computer programming faithfully

reproduces the algorithms and procedures of the model

(38:33). This task pales, by comparison, to the more

difficult job of model validation.

Model validation is the process of making sure that the

'working" computer model captures the real system adequately

enough for use in problem solving (5:5-5). While there are

many different ways to validate model. Hallam, et al.,

define five general steps of proper model validation. They

include:

1. Establishing goals and assumptions of (the) model in
writing.

2. Test (the) rationality of the assumptions.

3. Test (the) statistical validity of crucial
assumptions.

4. Compare model output to historical output.

5. Test validity of predictions (23:83).

Hallam goes on to make an extremely important point

about models. While specifically addressinq simulation

models, the comments made in this article apply to micro-

computer-based models as well. In making an analogy between

simulation models and toys, Hallam asserts:

A model without: validity may ... bear some resemblance
to its real counterpart. but it too is useless except
perhaps to delight or entertain. Without proper valid-
ation, the computer model is merely a toy' (23:83).
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If the model is merely useless, there would be little

cause for alarm. However. when an invalid model is assume,

to be valid by the decision maker, they can become dan-

gerous. Again, Hallam contends:

Computerized.. .models are particularly dangerous be-
cause, for many persons, output from the computer is
automatically considered accurate. The danger arises
when the decision-maker assumes the toy is valid and
bases decisions accordingly (23:83).

The bottom line on model validation is gaining the con-

fidence of the user community that the model can reasonably

accomplish its intended tasks over a wide range of analysis.

Because of the difficulty inherent in validation, only

a few microcomputer models have reached the broadest level

of acceptance within the use community. While many micro-

computer models have their own individual champions. many

analysts are skeptical of the validity of many of these

newly developed microcomputer models.

Contributing to this skepticism is a general lack of

formal studies that thoroughly document the overall

strengths and weaknesses of these models. Additionally,

tewer still actually discuss the mathematical or statistical

validity of microcomputer models. Most of the documents

this thesis author was able to uncover concerning computer

validity were manuals or guides published by the contractors

responsible for developing the models. These reports concen-

trated more on discussing the virtues of the model and their

specific mathematical and/or linear regression tormu..s than
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specific validity issues. While these contractor manuals

may indeed help to validate the model, the user community

will more readily accept a model that has been independently

validated. Unfortunately, independent formal case studies

on specific microcomputer models are difficult to uncover.

Tovrea accomplished one such study on LAMP/LAWS. The

purpose of his research was to demonstrate the validity of

LAMP/LAWS as an assessment tool for the potential modifi-

cation of a specific subsystem on the F-15 aircraft

(45:2-3). After gathering a considerable amount of sup-

portability data on two different versions of the AN/ALQ-135

Internal Countermeasures Set, Tovrea first used LAWS to

perform direct pertormance comparisons of the original

configuration of the AN/ALQ-135 with the p:oposed modifica-

tion, across the five R&M measures of merit. He then per-

formed extensive amounts of sensitivity analysis to ascer-

tain what changes LAMP/LAWS predicted. For example, if he

made reductions to the amount of aircraft available because

to wartime attrition, he wanted to see how LAMP/LAWS would

predict a reduction of combat capability as well as a reduc--

tion in the number of spares required (45:131).

Tovrea was able to use LAMP/LAWS to make a wide variety

of supportability assessments about the original configura-

tion of the AN/ALQ-135 versus the proposed modification.

Based on the output from the LAMP/LAWS model, he concluded

that the proposed modification offered large supportability
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improvements over the existing configuration in every R&M

2000 goal except life cycle cost (45:154). Additionally, he

was able to conclude, based on LAMP/LAWS outputs, how

changes in maintenance policy, levels of support equipment,

repair cycle time, and mean time between failure of the two

different alternatives would affect all five R&M 2000 goals.

While Tovrea was able to use LAMP/LAWS to perform a

very comprehensive supportability assessment of two alter-

native subsystems of the F-15 aircraft. he also concluded

that, for its stated purpose of supportability assessment,

the model was incomplete as he had used it. While he noted

the model which he used was a prototype, there were still

software "glitches' that constrained the analysis process

(45:149). Of particular importance was his note that 'some

of the input variables were inexplicably 'unsensitizable'

due to unexpected dead ends in the 'What-if' options'

(45:149). This prevented him from performing a number of

sensitivity analyses, which may or may not have affected the

final overall analysis. He also noted that some variables

in LAMP/LAWS were either defined vaguely or incorrectly

(45:149).

Another issue pointed out by Tovrea was the tremendous

effort needed to accumulate enough data to properly run

LAMP/LAWS. While he noted that a positive benefit of the

data collection effort was a better undel-standing of the

"assumptions and real-world factors underlying the data'
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one might just as well argue that if the true purpose was to

make LAMP/LAWs a truly effective tool in aiding the decision

making process. the model developers should have spent more

time and effort making the data collection process less

painful (45:57). The model developer did indeed take note

of this data collection issue, and developed a data pre-

processor for LAMP/LAWS in order to greatly simplify the

data collection effort.

Minnick accomplished another model validation study

which performs model validation by comparing the output of

two similar microcomputer-based life cycle cost models usinq

the same input data (33:331). He compared the results of

the Cost Analysis and Strategy Assessment (CASA) model with

a version of the Logistios Support Cost Model (LSC) that has

been adapted to capture all relevant life cycle costs

(33:331).

Minnick constructed hypothetical data sets for a

generic infrared detecting system that was supposed to have

a useful system life of 20 years. When he ran both models

using the same input data set at the beganning or the study.

Minnick noted that the difference in bottom line LCC costs

between CASA and LSC was over $67 million dollars (a 23.1

percent difference in total LCC) (33:334). Even after

making changes to the input data in an effort to achieve

data parity between the two models, the end results were
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still over $37.5 million dollars apart (a 12.4 percent

difference in total LCC) (33:334).

Not only did the models differ with respect to bottom

line life cycle costs, they offered differing levels of sen-

sitivity analysis. For example, in CASA, if the mean time

between failurc (MTBF) was decreased by 10 percent, the

effect on LCC was a 7.8 percent increase. By contrast, the

same 10 decrease in MTBF in LSC caused more than a 10 per-

cent increase in reported LCC (33:334).

Minnick noted that the key reason for the variations

between these two models was due to the differing assump-

tions made about aircraft flying hours. CASA used a "phase-

an' approach to aircraft hours at the system level; it

assumed that not all of the aircraft would be available for

operational use at the beginning of the life cycle. LSC. on

the other hand, assumed that all air-raft were available

from the beginning of the weapon system life cycle. It did

not assume any build up of activity over a period of time.

The difference between these two assumptions was over

142.000 operating hours over a twenty year period; CASA

having amassed 3.600,000 operatinq hours versus 9,457,500

operating hours for LSC (a 4 percent difference) (33:335).

Other differing assumptions caused similar disparities

for a host of other operational and support (O&S) cate-

gories. These differing assumptions caused over a 24 per-

cent variance between equipment maintenance costs, a 12

A'-



percent variance between condemnation spares costs, a 9

percent variance between pipeline spare costs, as well as

similar variances in a wide range of other O&S costs

(33: 335).

Although Minnick points out O&S costs differences an

various categories, except for citing the reason for the

differences in operating hours, he does not clearly indicate

why he thinks the cost numbers were so different. Addition-

ally, after spending the bulk of his article addressing the

output differences between the two models, he ends by

arguing that "both models produce reasonable results'

(33:336). However, he does not explain what h4 means by

this statement, except to say "both models have appiications

in training, conceptual work, and full-scale development

phases for equipment that functions in an opercting environ-

ment" One can only assume that Minnick is suggesting that

for preliminary LCC cost estimates both models are adequate.

Additionally, Minnick clouds the model validation issue by

stating that CASA was more robust than L57C, without explain-

ing his rationale tor this statement.

The Supportability Investment Decision Analysis Centyj1

(SIDAC): Making Sense of Microcomputer Logistics Sup ort

Models

While the issue of validity is tundamental to modil

use, with the racent ?zplosion in the amount ,f micro

53



computer-based logistics support models available, even a

more basic concern for many logistics analysts and decision

makers has been simply how to obtain enough information on

existing models to make rational decisions concerning their

applicability and use. Many analysts within the Air Force

supportability community simply do not know where to start

looking for infc~mation concerning quality supportability

analysis methodology, data or models needed to perform more

complete analyses.

Supportability managers and analysts throughout the Air

Force have been seriously concerned about these deficiencies

in supportability assessment. Because of these concerns.

the Air Staff, along with many separate agencies within AFLC

and AFSC. have recently undertaken many separate efforts to

improve the quality of supportability analysis and decislon

making (8:1).

During the 1988 AFLC Logistics Operations Center's

(LOC) R&M Modeling Conference, many of these efforts wore

examined and evaluated. One "overwhelming recommendation'

emerging from this confere'.ce was an initiative to study the

feasibility of establishing a 3oint AFLC/AFSC supportabil'ty

analysis center (9:2). Through the development of the

Supportability Investment Decision Analysis Center (SIDAC).

both AFLC and AFSC hope to 'improve and apply analysis

methods, models, and techniques, and enabling services ,r

every aspect of weapon system supportabi I ity" (9: 1)
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Although this center is only in the Concept Exploration

stage, if the concept proves feasible, the SIDAC eventually

will provide a wide variety or services to supportanility

analysts.

Proposing to function along the lines of traditional

DOD Information Analysis Centers, SIDAC objectives include:

1. facilitating the exchange of information between
AF'C and AFSC conunities,

-. promoting awareness and use of eftective analysis
methods and techniques,

3. eliminating technical barriers which limit the
effectiveness of modeling and qualitative analysis
techniques.

4. identifying and providing quality data and informa-

tion (8:1).

The proposed SIDAC would facilitate these objectives by

providing the Air Force supportability community with a var-

iety of 'value-added' technical services that wculd assist a

wide range of Air Force analysts and managers in their

supportability investment decision making efforts. These

services would include providing assistance with analysis

methods: identirv,°rng, cata LoaiuT, evaluatinc., arn p- S.V', ,

technical support for a wide variety of iocrist ics supp,:ort

models; providing SIDAC customers with methods to improve

logistics support data coliection efforts; prcvidinq the

supportability community with a host of corporate' com-

munication services; establishing a technicai reposltv fc-,

suipprtab- Ii ty "models, methods, and datai access
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techniques'; and finally, undertake special studies and

tasks requested by members of the user community (9:2-3).

The SIDAC concept is timely; establishing a central

clearing house for the complex maze of existing logistics

support analysis methodologies and models would signifi-

cantly reduce the amount of time spent by analysts in

searching for appropriate methods and models needed for

conducting logistics supportability analyses. Additionally.

as many logistics support analysts and managers do not have

an extensive background in operations research or other

sophisticated analysis techniques, the successful implemen-

tation of the SIDAC would greatly enhance the credbiliity of

the entire supportability decision making process. A SIDAC

program manager echoed this point recently by saying, "Ono

of the long term goals of the SIDAC should be to provid, the

same credibility to logistics methodologies and models that

currently exists in the operational community" (41).
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III. Methodology

Introduction

This chapter provides the strategies and techniques

used to answer the research question proposed in Chapter 1.

This includes:

1. the phases of the research process;

2. the method of PRAM proposal selection;

3. the means of determining the level of managrement

analysis and amount of data required for adequate analysis

of each proposal;

4. the method of matching analysis requirements with

appropriate logistics supprt models, and finally;

5. how logistics support models were used for data

analysis.

Phases of the Research Process

This research began witn an literature review which

investigated technology insertion, the PRAM Program otfce

and its process. reviewed literature discussing research

conducted using microcomputer-based logistics suppor-t

models, and det~iled recent AFLC/AFSC efforts to assist thej

logistics support community by exploring the feasibility of

SIDAC. Based upon a review of current literature. a pilot

study was developed to examine the applicatiin cf a tAlrI

methodology for using microcomputer-based looistics support

models. As such a large portion of the r search meth:, bo,
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was exploratory in nature. The population of concern in

this study was narrowly defined to recently active PRAM

Program Office projects. Three projects were chosen for

analysis during the project selection phase of the study.

The projects were chosen on the basis ot the management

decision required, and how well the project represented the

range of typical PRAM projects. More will be said about

this topic later.

After project selection, exploratory analysis was con-

ducted to determine the nature of the management decision

required for each project. During this phase a preliminary

assessment was also made to determine the amount of data

available for an analysis of each project.

The next phase of the research involved an initial

survey of logistics support models to determine what models

had the capabilities to accomplish the analyses required by'

each project.

After this initial model survey was conducted. addi-

tional data was gathered on each proiect. This step was

necessary i -ause the existing data on all proiects was

insufficient to drive even the most basic model considered

for use. The models under consideration for use were all

examined for common data elements needed, after which a data

sheet was formulated to qather most of the additional data

required to drive the models (See Appendix A,



The final model selection process occurred only after

this extensive data gathering effort was completed for each

project. It was during this phase that each project was

matched with a microcomputer-based computer logistics sup-

port model for quantitative analysis consistent with the

level of management decision required.

The final phase of the research included the quantita-

tive analysis of each selected PRAM project proposal and the

report of the findings. This included a report of the

quantitative improvements (or decreases) in the measures -Jr

merits reported, how the quantitative analysis of each

proposal affected overall analysis, any limitations of the

models used, and finally conclusion- and recomrnendations tor

follow on research.

PRAM Proposal Selection

The projects chosen for research were selected by the

PRAM Program Manager/Division Chief. Lt Col Charles

Ferguson, and the deputy PRAM Program Manager/Division

Chief, Mr. John Tirpack. Lt CoI Ferquson and Mr- Tirnack

selected these projects based on qualitative criteria. The

criteria used to select each proposal were:

i. How well the type of pro ject repre-ented the r, cie

or typical PRAM projects.



2. The degree of qualitative uncertainty generated by

each proposal.

3. The overall cost of each project.

The decision criteria is highly qualitative and may be

subject to the bias of the PRAM Program Director and Deputy

Director. However, both men had the highest level of broad-

based PRAM project management, and were the best qualified

personnel within the PRAM Program Office to perform project

selection.

Determining the Level of Analysis Required

The level of analysis required was a function of two

elements. First the supportability assessment decision

desired for each project was determined through an analysis

of each PRAM project plan and interviews with each PRAM

project manager. Additionally. senior PRAM managers were

interviewed to further determine the exact nature of the

supportability assessment information desired tor final

project approval.

After the nature of the >iogstics support decisi.,n i-

quired by management was ascertained, each proiect was re-

viewed to determine the amount and exact nature of data

available to perform a quantitative analysis on each

project. information regardinQ data availability was

gathered through a review of each proJect proposal,

exploratory interviews with PRAM projlect managers. and
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exploratory interviews with other AFLC/AFSC logistics per--

sonnel.

Initial Microcomputer-based Logistics Model Survey

After the exact nature of the supportability decision

and amount of quantitative data available were determined

for each proposal. a matrix was used to place each project

into one of three categories of analysis. The three

categories represented a continuum of quantitative analysis,

progressing from preliminary analysis to very detailed

analysis. with proposals that needed a moderate amount or

analysis being placed in the second category.

Once each project was classified, an in-depth searcn

was made to select several microcomputer--based inq.istics

support models that might be appropriate for use with the

various proposals. These models were identified by a var-

iety of means. The model catalog under development by the

SIDAC concept exploration team wa- the main source (t can-

didate model identification. After cotential models wer

identified, the various offices or primary respnsiblitv

were contacted in order to obtain the appropriate sottware

and documentation. Finally, once the models were obtained.

their analytical capabilities were ascertained and their

data inrmits were e;xamined.
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Additional Data Collection Efforts

After an examination of the data inputs required foc

all candidate logistics support models, it became quite

evident that a considerable amount of additional data had to

be gathered to drive any of the models beinq considered.

After examining the data input requirements of all candidate

models, a standard data collection form was devised in order

to facilitate these additional data collection efforts. A

draft copy of the SIDAC data catalog was then consulted to

locate Air Force data systems that contained these required

data elements. Various data experts at the PRAM office and

the Air Force Institute of Technology (AFIT) were also

consulted during the additional data collection effort.

Final Model Selection

Only after these data element forms were completed, and

several standard cost elements were gathered, did final

model selection occur. Criteria for final model selection

were as follows:

1. depth/breath of analysis required;

2. cnmpatibility of data with model.

3. validity of model;

4. sensitivity analysis capability. and,

5. overall ease of use.

Each project was evaluated usinq only one model. The

final model selection decision was made by the researcher
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after consultation with modeling experts from AFLC. AFSC and

the SIDAC concept exploration team at AFLC/LOC and Dynamics

Research Corporation.

PRAM Project Proposal Analysis Using Selected Models

Once all the initial data had been analyzed and a model

selected for each proposal, the models were used for per-

forming the quantitative analysis of each proposal. The

results of the quantitative analysis are reported in the

findings section. These findings include results of initial

computer analysis, comments on the ease of ierforming sen-

sitivity analyses, and the limitations on t.e use of these

computerized quantitative techniques.



IV. Analysis and Findings

Project Selection

Senior PRAM management selected the following three

projects for use in this study:

1. The F-lSC/D Main Landing Gear Wheel Improvement

project.

2. The C-141A/B Variable Speed Constant Frequency

Electrical Generating System project.

3. The improved power supply project for the

AN/ALR-46/69 Siqnal Processor.

All projects had been evaluated by the PRAM staff .n an ;ri--

tial PRAM Project Plan. Included in each of these plans was

a specific recommendation by various members of the PRAM

staff for approval or disapproval of each project. For

reasons explained below. PRAM management was interested in

how quantitative analysis using microcomputer logistics

support models would collaborate or refute the staff rco

mendations.

Description of Selected Projects

F-15C/D Main Landing Gear Wheel Improvement.

Although The current aluminum alloy wheel (referred to

hereafter as the 2014 wheel) on the F-15C/D main land ng

gear performs adequa.tely and the wheel lasts about lU yeal:.

this project was the result of an unsolicited pr-posal

submitted to the PRAM office in DPcermber 190(3. by thf :Aencl"::
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Brake division of Allied Signal Corporation. This proposal

suggested that by purchasing a superior aluminum alloy ,.heel

made by Allied Signal in future procurement, the Air Force

would realize substantial operational and support cost

savings through reductions in depot overhauls of the wheels

(13:1).

What allegedly makes the Allied Signal wheel superior

to the existing wheel is the use of a rapid solidification

technology (RST) process along with powder metal technology.

According to the proposal submitted by Allied Signal. the

RST wheel will have nine times the corrosion resistance.

three tines the high temperature strength, and last 50

percent longer than the existing wheel (13:1;.

PRAM management selected the improved F-1:5,' a/rc-aEt

wheel project for inclusion in the study because th-<!: relt

it was represertative of a typical PRAM project. Additio¢n-

ally. PRAM manaaement expressed an interest in more accut -

otely quantifying any economic cost savings generated by

this project. Another consideration was the lar-qe ex1p-endi-

ture of PRAM proiec't dev-'(opment costs tor this pro tct

(over $800.000 dollars! (17).

C-141A/B VariabLt peed Constant Frequencv_(VSF;

System. This project resulted fr-,m an init iative undertaken

by Military Airlift Command's Office of Logist.cs Roeliabil

ity and Maintainability (MAC/L3) in 17 . They were int-

ested in evaluatinq the feasibi t/' of rtpi asing the man
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power intensive cort,:rt speed drive electrical generating

system on the C!4iA/B with a variable speed, constant fre-

quency system (12:1).

Although this particular Candidate Project had been

recently disapproved for, further continuation as a active

PRAM project, PRAM management was interested in determining

if and how quantitatave analysis, using microcomputer logis-

tics modeling, would support the findings of the PRAM start.

Another, factor which drove the selection of this pro3ect for

the study was the high degree of controversy surroundiag the

use of the constant speed drive electrical generating system

versus the variable speed constant frequency system. An

additional reason for inclusion of this pro3ect in the study

was the high PRAM development costs as well as Air Force

(-141 fleet implementation costs. The cost of the PPAM

development project was to be $4 million dollars, with the

implementation costs to the Air Force of at least $107

million dollars.

AN/ALR-46/69 Signal Processor Power Suppl

Improvement. The AN/ALP-46/69 Radar Warning Reeiver 'LWU.

is used by many weapon systems throughout the Air borce as

an intricate part o the3r overall Electromagnet>: countei-

measures (ECM) svstem. Within the RWR, the signal proceso-

unit plays a critical role in detecting hostile rdar s a

nals. It is crucial, therefore, for the signai process. r to

work correctly when regq1uir1e,1
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However, many proDblems exist with the current S i ma.

Processor Power 'Supply. 'The existing powe-r supply des ig

has inef ficiencies which contribute to o.-verheating problIeis .

Adait~onal ly, demands on the epsin ower ,71nply -a

escalate to a point that the electricai output of the pwe

supply becomes unscAtisfactory. AS a resulIt, theSytm

EnqineerincJ Branchi at Wairner-IkobLjinS Air Locistics_ 'C'nteir

pr-_ o-osed to improve the AN,' ALP 4/ Sigrnal 1 Pw

S'upply t11hrough redesigin (10t:,2.

aDerior-r PE'AIM mana-gement saw, ths as a coal pri

incl1ude ,r. this study. Si nce the proc,_t was a pooa

a form. fit, and function improvemet f a crmpe7n.-: nt irs

several di fferent. weapon systemns. each withF its n qv

~harc1.r 1S Csthey',fel It1that any arryri ofr ecrif<rfil

-osts- and borerits wfuc ic_ pro-ve ditf ficc it SeirVA

IfIInaqe-mreFit wa's. hrtr er trse in hoIw sucpji

~bi it,' n iiys s u mg micro.:iput"-! h'ased o i

soort mu eI~j woc Id mr-l It h, I c " ha! qeg P Ad it~oa 1

_ i cuseaut t i:iv. orl- IprC i.C lv17.e

- MA~ir~.



analysis that each project required. This was accomplished

in th-ree steps. First both senior PRAM management and each)

project manager were interviewtd, in an effort to determine

the e, act nature of the supportability decision deSired fcor

each project. Next, tach PRAM Project Pi ari wascreul

examined, with ill appropriate quaintikt-ative data et:ce

fo-r later use. Finally, the PRAM managler of each pr-ject'

was interviewed to fill1 in as many 'gaps' in the dat a

possible.

F-15C/5D Improved WhMel. The decision oinai; I

t he F -l t ', i m p ro)v ed w heelI wa s di re Ct-ed t wa rd 1t1 ~yc

costs (LC(> . This was based o--n the tact that the mnitia7

uinit cost of the pr o p os-ed who'i' was o ver 0'I~ 0, 1 1-r~

h iqhe-r t han t he Lin it c-ost cJf the ecst ing whl; eel

ex ist i nc wheel1 provided uiequAte reIi ab i11 iy. i n c~rr-i r t-

this pro ject to be considere-d oa success, anyant/

demonstrate reduct io:ns in DperatinTi and support

rthe uiseful lite i the F- L5hC/D c-lrrat '4/.

The PRA Pro i3ct FPlan r-ve i ledI only i a very hr,-

u~i'If I 'a lys i.s. A.: .) t u i no 1n Ta. I I h-

mpr vciWheel Pri iec. P I-in disc I msed all th noiao 0

t PAM deve 1 opriiv nt-(,s . a n( o nlIy te -A1 a 1l-w

~ihaIte 'rnat ive' operatrdt ila1ai cu711porAtu t

'ici, Shuw-Ved t lat a lnlo: t all 1 t t ho da.td ji in t I J

j~ tpi lncri v w ~Iy h- -W P'



Table i

Griciinal Data Available fo-r

F-15C/D Improved Wheel

A. PRAM Programn Cost
Activity ot
Wheel Material - t 1i .7 u
Forging ProceSsing $i.1 i hOC
Wheel Machining $ rD0 b I ju
Material Characteriz:ation 0
Brake Material _j~ 15C00
Data AnalysiS -S 50

TotalI P RAM P rojie ctr C oSt ,f 64 6 .1-50

B. ComoLari-son of 20, Year IJLSk - 2014 vs RST Alloy
2 14 RST j3iv'_ 'S

Wheel Cost per Uri- t $600 $7H8 U 1
Wheel Life, Years 12 1e
Wheel Cost per Year $00 433
Overhau Im~ per Wheel 150 0100
Ojverhaul Cycle in Years 4
Overhaul I'Co-st per Year -7 750 C- .0
Tot aI WTh eelI Co St p er Ye a r 2t7%i 6? 0<

Annualized Cost of Fleet $1175000 $642333 $527
20'f Year fCos of Fleet S-23500000U 'I666 $L6 i

Useful LI'fe Saviurs



C-141A/B VariabLeed Csa ntFeuny VF

System. The decision orientation fo,? the VSCF pro,)_ectha

two dimensions. The major variables to be evaluate(- :n ti

project were reliability and life cycle costs. Specifidil-

ly, PRAM rninag:ement wished to determine if the proipried

improvements in reliability and reduction in coperatingj mc.~

support costs o:f the VSCF system would outweigh the. large

proiect development and life cycle cosIts.

The C-14IA/D VSCF System Project Plan indicated,! a

large amount of data had previously been col'lected for to

study. Data outlined in this plan came rr-cm severl dIir-

te-rent- sources; from contractors, varl:o-is Air Lqs

Centers, Military Airlift Co_-,mmaind, and numro, -:us AF'(-C -ird

agencies located on Wright Pttterson Air Foc-e Pace ISA

Additionally, an extensive aimount_ of) data was otie r

the Reliability and Maintainability Data Analyci.3 System

(RAMDAS) as well as, supply system and djepot k.verho'..,l tr.

ine a sbeu e nt anra ly s is ( -36 : I ). Tal -ssa ~

avea i 1 ablIe fr- the C-141A/B V:VCF raiect

'ANALP--46/tD9 13 1-1n al Prcslyoe 3p:

The- dec isiorn or; entcat ion fo-,r the po-wer supply aayl

conslisted o t three dimensions. The ma-- or ar;ab

th is p ro let weri-e r elia b ilIity. ma int a ina 1 1 1t 1 af t

cyc i' I S t' :Spe#7 (: i t 1a I7, 1 t PRkA ma naqemt rnt sought to -A- o

mir f)xact lyhwpri('p0:7ed i rr itn I n rcolii ah i I tv an.-.



Table 2

Original Data Available for C-141 VSCF System

A. PRAM Project Cost
Total Project Cost $4. 00000

B. Imolementation Cost
VSCF Contractor Non-recurring $3.000.,( j0
VSCF Contractor Recurring $107, 205 ,50
Airframe Non-recurring $1 .600. UOi j

Airframe Recurring $16.260000

Total Implementation Cost $132,06550 

C. Comparison of CSD versus VSCF costs
CSD VSCF SavI, nos

Annual Depot Repair $2.755.424 $ 300.000
25 Year Depot Repair $68,885.600 $7.500.000 $61.305.6w'0
Annual Base Repair $ 391,680 $ 64,000
25 Year Base Repair 9,792.000 21.600,000 $ ,- ,7j0j
Total Useful Life Savings $69. 77.600
Return on In-estment 0.51

D. Other Relevant Information
Amo u n t

Number of C-141A/B Aircraft 271
Number of CSDs Installed 1084
Number of Spare CSDs 3,-)
CSD Unit Cost $60,133.76
VSC-F Unit Cost (Estimated) $74,500.(-0
'S nUnit Repair Cost 3.70232
\ISCF Unit Repair Cost (Estimated) $3,000. u i

CSD Mean Time Between Fai lure I. 595 hrs
VSCF Mean Time Between Failure (Est) 4.000 hrs
Annual (SD Depot Repairs 612
Annual Senerator Repairs 31t
3enel ator Unit Repair Cost $1,550 .00
Annual VSCF Depot Repairs (Est) I00

7,1



Table 3

Original Data Available on
AN/ALR-46/69 Signal Processor Power Supply

A. PRAM Project Cost
Cost

Redesign Power Supply $60,000
Fabricating and Demonstrating $120.000
Operational Testing and Evaluati nOT&E) $ 40.000
OT&E Level Three Drawing $ 80,000
Total PRAM Project Cost $300,000

B. Implementation Cost
None

C. Cost Comparison and Other Relevant Data
Current Proposed Savngs

Mean Time Between
Failure (MTBF) 1950 hrs 10,000 hrs
Power Supply Unit Cost $4,160 $3,000
Required Spares* 446 87 $.403.440
Yearly Depot Repair Cost $578 $70
Yearly Depot Repairs 55.2 10.8(est)
10 year Repair Cost $ 324.024 $7.560 $ 316.464
Depot Repair Manhours
per Unit ii hrs 1.3 hrs
Fstimated 10 Year
Manhour Repair Costs" $ 281,255 $6,503 $ 274,751

Total Useful Life Savings $2,084.655
Return on Investment 6.95

Estimate of Total Spares Required over 10 year period

*k Calculated by multiplying number of repair- rcquired

over ten year period by depot manhours required per
repair and cost per depot manhour (DMH). DMH cost
used was $46. 32

maintainability of the redesigned Signal Processor Pcwer

Supply would reduce its operations and support costs.

A moderate amount of data existed for an economi-

analysis of the power s"pply. Table 3 lists the ovi inal

data available from the PRAM Proiect Plan.
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Categories of Analysis

Based on the decision orientation(s) of each project

and the amount of data available for analysis, each project

was classified into a distinct analysis category. These

analysis categories represented a continuum of complex.ity,

ranging from relatively uncomplicated analysis to studms

which necessitated a high degree of analysis to accurately

capture all essential elements required to make an infrrmed

decision. The projects were placed into these distinct

categories of analysis in order to facilitate the search t-_r

the appropriate logistical support model. Table 4 reflects

the category of analysis required for each Drolect.

Table 4

Categories of Analysis for PRAM pro iects

Analysis Cate__ry

Relatively Moderately Mo-re
Simp l e Comp I e:: Comp I e:

PRAM Proiect
F-15C/D Improved X
Aircraft We e 1

C-141Ai3 V'SCF K
System

AN/ALR-46//69 X
Siqnal Processor
Power Supply
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Rational. The F-15C/D Improved Aircraft Wheel

project was placed into the relatively simple category

because of the one dimensional nature of the decision orien-

tation. as well as the limited amount of data available to

perform the analysis. The decision orientation of the

project was aimed solely at life cycle costs and only about

30 data elements were initially available for analysis.

The C-141 VSCF System analysis was placed into the

moderately complex category because of the two dimensional

nature of the decision orientation. PRAM management was

interested in determining exactly how reliabilaty improve-

ments affected life cycle costs. Additionally, a fairly

large amount of data was available for conducting the anal-

ysis.

It was hard to determine exactly where the ANiALR--V6,6'4

Signal Processor Power Supply project fit on the continuum

of required analysis. While the three dimensions or relat-

ality. maintainability. and life cycle costs tended to shift

the required analysis all tht way to the right, the incc~m-

plete nature of the initial data lsted in the PPAM Prc--ies ::

Plan made any complex analysis at th-s proJect difticult.

Initial Model SurvetY

After identitying the decision orientation(s) and the,

amount of data available for each project. an informal

survey or slipprtaba1aty mrodels was made 2n an effcrt .
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determine which models could possibly be used for project

analysis. The initial starting point for the survey was the

SIDAC model catalog. Additionally, informal discussions

were conducted with members of the AFIT faculty and various

AFLC and AFSC agencies.

The candidate models were initially selected bcset on

their ability to run on a microcomputer, and their ability

to measure one or more of the decision variables ti- any

selected project. Based cn these initial criteria, several

microcomputer supportability models were identifaed as

candidates for use in performing analyses. Candidate oees

included:

1. Statistically Improved Life Cycle Cost SILCC.

This model includes the capabi it to per-orm comoonent I .-

cycle cost analysis based on only a limited amior-it Cof date,

(37:ii).

The Logistics Analysis Methodology Program usingC

the Logistics Analysis Work Station (LAMP/LAWS). This mode

includes the capability to measure a proect's pertormnce

in terms or combat capability, sui-v:v abib ty. m.rpow':-

mobility, and life cycle costs. This model can be used to

measure how reliability or maintainabilit, improvements

affected not only l ife cycle costs, but other RtM nasures

of merit as well (Ze:Z-l)

3. Logist ics Support Costs (LUCKI This miode 1 in- l d,::

the capability to est imate c,,sts ct new weap-n syst em- ,-
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curement and weapon system modifications. It also has the

capability to determine the impact of design changes on a

wide variety of life cycle costs (11:1).

4. Cost Analysis and Strategy Assessment (CASA). CASA

is a group of Logistics and Life Cycle Costs models

integrated through the use of option menus. CASA includes

the capability to perform several supportability anaiysis

tasks relevant to the three projects in this study,

including:

* LCC Estimates

4 Trade-off Analysis
* Risk and Uncertainty Analysis
* Cost Driver Sensitivity Analysis
* Reliability Growth Analysis
* Spares Optimization (7:1-1).

5. System Cost Operational Performance Evaluation ror

Modification 3SCOPE-MOD). SCOPE-MOD incorporated the cap-

ability to assess how proposed changes in weapon system

reliability and maintainability would affect the entire

spectrum -of R&M 2000 goals for that particular weapon sys-

tem. It performs this analysis by comparing a 'complete'

baseline data set tor a particular weapon system with : data

set including the proposed modification parameters. The

output of the SCOPE--MOD models ,s designed to hichlight the

differences of the proposed modification and the c-rent

system i- terms of both life cycle costs and variois

operational parameters. such as number of sorties mneratpeK.

7 t,



number of targets destroyed, and a.rcraft availability

(39:2-5).

6. Life Cycle Cost Analysis Program. version H for per-

sonal computers (LCCHPC). The LCCHPC model evaluated tr

this study was a microcomputer adaptation of the LCC-2 Lire

Cycle Cost Analysis Program. LCCIIPC included the capabj!: ',°

to "evaluate the costs of acquiring an avionics system n Q

supporting it over its operational life" (19:1-i l. Th

model also incorporates the ability perform comparat.ve

analysis of different support concepts. eplore sensitivi7_'

of life cycle costs to several different critical arne>±>.

(such as turnaround times, mean time between failure [517FI.

demand rates. etc.). determine required spares lev. lr, ond

identify important cost driving para:,eters i: I 1-.

Additional Data Collection Eftorts.

From the initial survey of microcomputer lcoisn I??

models avai i ble for performing PRAM proiect Pup-ortawb Itv

analysis, it became evident that the data used tO- ,ncC;TI

p lish i g previous studies was not i vno tor pv-iild 0onu,

detail to allow the use of even the most basic loistics:

support model. in order to use any ut the candidato models.

it was clear that much more additional data would have to Wr

collected.

In order to facilitate this add t icnal data cilc.t ,-in

effort, a form was designed tu ta i itate data c:, I e.t on.
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Several models were ex.amined for ccmmon input elements and a

standard data collection format was designed to assist in

gathering additional data. This standard data coliection

format and the additional data collected for each proj.ect

are included in Appendices A through D.

The amount of additional data required was a funct-rn

of several factors. These included the amount -t 'iata I,-

ciuded in the PRAM Project Plan. the nature of the. dec(s'o.

orientation(s), and the number of weapon systems afccte " b"

the project. Additionally, although the final select:on ,f

the logistics support model used was ultimately a tactor in

deciding what additional data had to he collected, the

collection of the commDn data elements listed on thei tol-m

shown in Appendi-: A minimized the need to col £e:t aolt

data elements once the final mo-d,-s had been se 1ected

This additional data collection tffort proved o"

cha I leng ing task As a limost a I I ,t the previous 3na iy's

done n the PA,%M Program f :ce was qua. at ive in nat, i i

only one program manaqr within the PRAM oftice was tmn IV

with current Air For~e logistics si[,ort data system

tuncately, the data catalog unde r- d-vel IopmenT by thte :iAC

con-ept c 1 or! en teaCm provided much net-edd , a:ss.-s ta- in

the hunt for additional data. While this. document wi

compiletel during the data ,' 1 ct ion t-,t torts . I thi ,

it. did pio'i ,le iipsrtaut c lies a L.c't what Air P -, ,a a

/, d,



systems to use to obLain support data as wl as the anfor-

mation each data system contained.

The two Air Force data systems used to collect addi-

tional information regarding critical data elements were the

various maintenance and operational data gathered by the

D056 Maintenance Data Collection System and compiled by the

Maintenance and Operational Data Access System (MODAS) as

well as various forms of the D041 supply data system. !n

order to ensure the information gathered from the "'ar.,Jus

Air Force data systems was accurate, the data was compared

with data compiled by the Air LociLstics Center (ALC) Item

Management Office for the item evaluated in each projiect.

It was during this phase of research that ma jor d~scre an

cies were noted from data gathered from the Air Fi -ce data

systems used and the information reported by the various

item managers.

Thlis problem was especiallv difflicult when gatbe--",ng

additional data for the F--Ci Improved Air-ra :t WheelP

ec t. This difficuIty first came to I ght whe n attemptIrni

to ,bta in :a i lure data from MODAS. I- _1 C , ted 1- m

MUDAS iridicated that the current wheel was experienc:d a

least tw: to th-ee failures -er month , Ie -wide. etwev-w

d .she z of the P141 supply system report showed that t:1

whe!i mean time between demand (MTBD was ornly on - who!

every 56 months. To further contise th issue, the F cp~ty
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Item Manager on this wheel was carrying a MTBD of 93.71

months (35).

Unfortunately, inaccurate data was not limited just to

the use of MODAS data. Further research indicated that d:s-

crepancies existed in all data systems use-. incuding

systems to gather such basic information as number of a:r

craft available in the active A:r Force inventory (6).

This potential for inaccurate data was cause for

major concern. Unfortunately. there was no easy solutor tc,

the data accuracy proolem. Two major steps were ta en F-S

mitigate the consequences -,f inaccurate oa unreliable nata.

First, data was verified for accuracy w, th the respective

Item manaqers o equipment specialists In as muan as thic:

was possible. Where the data s'stems cntli ted with 1nr P

mat on rece ived from the atm manaers, the data rrrm th-

item manager was assumed to be more current nd also I m-

accurate. Second, the problem of lnaccurate data dictatoi

th? iroortan(ce f using a mode l that featured st sen-

-itivity analysis capabi lity.

5,athor an .dditional Anra t, the AN/AL-,-4P ,i

Processor 'o%,wer Suipply priept proved to t t m'- ... .

len lng task ot this entire study. As s.at ear] iu. tlv.:

partIculart- ccmpoant .icts in rvny lifrni 'n, w,-i, c..

tyrms, all wi'- i h have i t i t npt min.. n. - . it w., A 1 -

1isc; ii t ih s pi . w -r'h i -a.



to different levels of stress. If this is true. then the

failure and demand parameters for the signal processor pow-r

supplies will vary from weapon system to weapon system,

depending upon how each is used.

The data gathered from MODAS validates tl ese assump-

tions. Depending on the particular weapon system, the mean

time between maintenance for the signal processors varied

from as little as 252 flying hours to over 40i0 flv n h>:.r:

(30).

The variance in the magnitude of reliability and ma n

tainability figures between weapon systems was only one

symptom of a more daunting task. Of the si:-: candidate

models selected for possible use. none of them were desicnei

for performing analyses on more than one system at: ame.

Only two options were available for performing a sup-

portability analysis of this type. The tirst option was to

perform a separate analysis on how the power supply arfected

each separate weapon system and then aggregate the results.

However, because of the pre-existing agqregation or suppl'

system data on the Signal Processor Power _,upply. wt was.

determined that this method of analysis would was not prac-

tical. The only other option was to develop a methodology

for aggregating each weapon system reliability and main-

tainability figures into a one distinct number that wouli

represent a single weapon system.
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Methodology Established for AN/ALR-4t/69 Power Suocly

Data Aggregation

Without the development of a valid method to aggregate

R&M data into a representative system, any quantitative

analysis using current microcomputer logistical support

models would have proven impossible. Fortunately, w:th

considerable patience and assistance from the AFIT Center of

Excellence for Reliability and Quality. a valid techniaue

was devised to convert all the distinct data into represen-

tative aggregates. The following section details the steps

taken to aggregate this information:

1. The number of annual flying hours was gathered rcr

each weapon system. These flying hours were then totaled

into a single aggrEgate number. The number of flying hour-s

for each weapon system was divided by the total number of

flying hours for all systems in order to come up with a

weighted flying hour contribution factor for nach weapon

system.

2. After the flying hour contribution factor for each

weapon system had been determined, the next step was to

identify the appropriate reliability and maintainability

information from MODAS. This task was rather challenging

for two reasons. First, the work unit codes for the Signal

Processor and Power Supply were different between the

various weapon systems. Fortunately, within MODAS there are

work unit code listings which allow you to identify the
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appropriate work unit code for any component res ciing in any

active Air Force weapon system. Second, while adequate R&M

data existed for the Signal Processor work unit code, often

no data was available for the power supply card. While, a,

first, this appeared to make the whole quantitative anaVy/-_s

of the Signal Processor Power Supply infeasible, a estima-

tion of power supply failure percentages within each weapon

system allowed the analysis to continue. The Systems

Engineering Branch at Warner Robbins Air Logast~cs Centcr

estimated that six percent of all Signal Procesar failures

were caused by the power cipply in some weapon systems

(F-16A/B/C/D; F-4D; AC-130H: MC-130E; Mi--53H/J: HC-30N/Pi

in other 4eapon systems they estimated this percentage_

increased to eleven percent (A-1OA; B-52G; B-52H: A-7F..,.:

AC-130A; F--4E; RF-4C) (10:2). Once the reliability v,'aluec

for the various Signal Processors had been identified.

these estimated percentages were then used to determine the

reliability values of the individual power supplies.

Before the estimated percentages could be used hcwever.

three more intermediate steps had to be taken:

a. First the appropriate "time between' variable

(MTBF. MTBMI was converted into a reliability rate by iisna

the reciprocal value.

b. Once the appropriate reliability rate was detei-

mined, this value was multiplied by the flying hour
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contribution factor in order to determine the weighted

failure rate.

3. This weighted failure rate was then reconverted

into a mean time between figure once again usinQ the

reciprocal value.

After the weighted time between reliabilaty figure was

determined for the Signal Processor of each affected weacon

system, this value was then divided by the pewer supply

reliability value of the Signal Processor Power Supply.

This time between value was once again converted tDi i aell-

ability rate.

Once this weighted power supply reliability rate had

been determined for each weapon system, these weiQhted rates

were then summed to reach an overall weighted reilability

rate. This overall reliability rate was then converted back

into an overall mean time betwcen rcliability factor by oncc

again using the reciprocal of the overall reliability rate.

Table 5 illustrates this proc, for determining mean time

between failure (MTBF),

Finally, as the System Engineering Branch determined

that the Signal Processor was only used between 35 to 45

percent of most mission time, a factor of .4 was used to

determine the appropriate reliability and maintainability

values.
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Table 5

AN/ALR-46/69 Signal Processor Power Supply
Mean Time Between Maintenance (MTBM) Calculations using

Aggregate Reliability Data Methodology

Maint
Signal Signal Flying Maint Rate ad3 Power
Proces- Process Hour Rate by Power Supp

Weapon sor Maint Factor Adjusted Supply Fall
System MTBM Rate (FHF) by FHF Fail Factor Fctr
A7D 4022.0 0.00025 0.069 0.000017 0.0000019 0.I1
A7K 1798.3 0.00056 0.007 0.000004 0.0000004 0.11
AIOA 2552. 2 0.00039 0.208 0.000082 0.0000090 0.11
B52H 242.0 0.00413 0.033 0.000134 0.0000148 0.i
B52G 255.6 0.00391 0.063 0.000247 0.000027i i
F4C 1765.3 0.00057 0.010 0.000006 0.000000 0.06
F4D 521.2 0.00192 0.063 0.000120 0.000007 0.06
F4E 226.8 0.00441 0.084 0.000372 0.0000409 0.1i!
F16A 319.2 0.00313 0.166 0.000519 0.000031 0 .0
F16B 632.7 0.00158 0.029 0.000046 0.000003 0.06
F16C 543.5 0.00184 0.121 0.000223 0.000013 0.06
F16D 1063.7 0.00094 0.016 0.000015 0.000001 0.06
AC130A 713.4 0.00140 0.003 n.000004 0.0000004 Yi1
A7130H 0.004
HC130N 2683.8 0.00037 0.005 0.000002 0.000000 0.06
HC13OP 1971.6 0.00051 0.007 0.000003 0.000000 0.06
HH53C 0.003
MC130E 536.4 0.00186 0.007 0.000014 0.000001 0.06
MH053H 0.003
OV1OA 1246.5 0.00080 0.030 0.000024 0.000001 0.06
RF04C 240.1 0.00417 0.066 0.000274 0.0000301 0.i
ME053J 0.003

Pwr Sup Pwr Sup
MTBM MTBM *.40

Sig Proc Mean Time Betwn Maint-,475.21 5467.13 2186.85

Using this process resulted in representative reliabil-

ity and maintainability figures that were significantly

different from those reported by the Engineering Systems

Branch at Warner Robbins. However, it is interesting to

note that the Mean Time between Maintenance calculated usinu

this methodology came within five percent of the Mean Time
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between Demand calculated by the D041 supply system (5467.13

hrs using the reliability rate methodology versus 5712.1 hrs

reported in the D041 factors analysis printout). Both the

MTBM using MODAS and the MTBD value from the D041 factors

analysis printout are calculated in the same manner.

The additional data collection efforts required for

each p,-oject were directly related to the level of analysis

required for the project. However, the amount of data

previously collected by the various PRAM project managers

also heavily influenced the amount of additional data

required.

Both the F-15C/D Improved Aircraft Wheel and the C-141

VSCF System required about the same amount of additional

data. Even though the C-141 V5ICF System required a greater

depth ofanalysis than did the F-15C/D Improved Aircraft

Wheel, the C-141 VSCF System Project Manager had obtained a

greater amount of data than had the F-15C/D Improved Air-

craft Wheel Project Manager. In both cases however, the

amount of additional data required was well over 300 percent

more than the original data available for both projects.

Because of the unique nature of the form, fit, and

function characteristics of the AN/ALR-46/69 Signal Proces-

sor Power Supply Improvement project, thte amount of addi-

tional data required to perform an adequate microcomputer-

based supportability analy!is amounted to an exponential

increase over the original data available. The amount of
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time needed to simply extract the reliability and maintain-

ability information from MODAS exceeded two an--days, It

took another week to devise a methodology that aggregated

the reliability and maintainability of each weapon system

into a representative data set. Without the additional data

collectiun efforts, however, th- appropriate eVe -of sup-

portability analysis could not have been accomplished.

Final Model Selection Process

Only two of the candidate models were selected tr- pi--

ject analysis. But before explaining the iaLional for tinal

model selection, it is important to review the criteria ftc-

model seiectiorn. Additionally, rational for noriselect.:n

of any particular model will also be given. Be advised that

the failure of any model to be selected for use does nor

necessarily indicate a raulty model, only that it did neot

meet the criteila established for model use. As outlin,i ,n

chapter three, the criteria for model selection were as.

fo llows:

1. depth/breath of analysis required:

2. compatibility of data with model:

3. validity of model:

4. sensitivity analysis capability;

5. overall ease of use.
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Non-Selected Models. Only two of the candidate models

initially considered for possiole use were ultimately used

to accomplish the required analyses. The reasons why the

two models were selected will be addressed in the sections

that discuss the quantitative analysis of each proiect.

This section will only address the -andidate mcdels that

were not selected for use and the rational behind their nen-

selection.

The followina models were not selected:

1. LAMP/LAWS. The LAMP/LAWS composite model, init:al-

ly considered for use in this study, was appropriate on1'Y

for use on tactical weapon systems. The only project in

this study which was tactically oriented was the F-1i-5C'D

Improved Aircraft Wheel project.

However. two constraining factors of the prcject itlr

eliminated LAMP/LAWS from final model use. The first. and

probably the most critical factor which eliminated the use

of LAMP/LAWS was the sheer lack of data availabie for quir--

titativ analysis. LAMP/LAWS required a considerable am)unt

of data input (88 variables) in order to produe any me(n4-

ingful analysis (45:183). While the extensive sensitivity

analysis available would mitiaate this problem in many,

studies, the small amount of data available for the improved

F-15C/D improved Aircraft Wheel could not be overcome by

this sensitivity analysis capability. The second reason why

LAMP/LAWS was not selected for use was because of the singlo
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dimensional nature of the decision orientation. LAMPLA4.

evalIuates alIternat aves aga inst a Il five !R&M 2C 1i

WhilIe th is is ideally1 a des irablIe tra 1t for all trad-aI

analysis studies, as in the case of theF-CDhuce

Aircraft Wheel project. there may be certain timeS wher

decision makers may desire iniformation Yegqarding n*r

particular R&M goal. In such -a single dimens,._cna

would not be ca)sL ertective '-o- crllect aoil -1he

data required to run such a comp le:- inr-Qrated a _-

LAMP/LAWS when other moesexist that oinly a

singrle decision orientatio-n desire-d.

2. SCOPE--MOD. Initially, this mrcdei a avro

sidered for accomrpl ishing the analv, sas ro~e h

C-141 VSCF System proJect. However. arter a coe cmn

tion of the model alo-ng- with twc, Serious proble ms wit,'-

actual model use it was determined that the S~DM

s.ftware used by the resear-her had notm irituire'-

perfoi)ii 1 i the C-141- V'OOF '-y~tem ctnaly'Lis.

The Initial evaluation ,:f -w 'Fz M D win ainr 1

uIIng Lr1-'C "oolyst "'s tud 1,; 1! ir

After evaluatingj the user dc amentat i _n, it wa- d--2M ,

that SCOFFE-MOD offered some potential benerits wli -1- n

prove to be advantageous to ainy anaiv'SIS P f~.t --

,-lready provided t-he ano lyt with :i basel ine dCats

thereby eliminating the need tithr: -Inal"st t,- polrk:1im, lli

ted ious and time cnuigaC The i~en



advan~tage thati 3C.tE Y fL rter-da: ie mem4 t:

ate how chancres in reiah I ,tv r,,.n~. :Kic17

data af fected overall SySt em ,aram-r' :

of peacetime Ooeratlnc sq:i

generating capataitie- as well1.

were gjreatly O~wlse /Ecmfl- z I- ~ .

DYNAMK'D p-i i on or testtw ewct

tc~~~ct- tthe0E(O 'i~'

r un was nS b~a--tir~~~~ id

pedt Ionth h, i' r a

When the )DO % riprO ~j gqe e i t h t he

used cr~a irc-roImut.zr wit-h ~mtar. r~'

w;aS ad1vi ed thoat .n 1(-.n t o mathen' ical or -e

b)eingT unava ilablIe f -_r use in i the PRAM o f 1 i ce. th 7

7ta ysr s- go iule- spc tie hat thec'I eu i met--

for pro--per S-COPE--MOD)[ ut1iizal-ion, was _iii 1CM cmoI

m i c rc'o _m p ut er wit h -a hard( d iskj. a nd 1 6 K a I --,byte t .t S 1o

Accessible Memory (3:-) The syVstem used y hei<

seaI-rch er" met all th e se reo-q ,i r ements

Af ter anojther cc:py or th,-?~P -MoK__ --ct-wai w~

ae anothe-r a t t e npt wa s ma de It uiso rh e mc- I P DI n .4



at t enpt i addoit ional pr:'bl 1ern Sirtae." :

t-h.-- nade any further useune'rI.Th

countered with the second co :,lheSfE<43c tay~>

amo-:tner sot-twa-re mnallunotacn. Afte rth >1<

A4AI( t p~ 1>A- D I

~~a' ~: wat-,n *

A ~ t ' 3 TThhe

a a 1~Vt

-1-4 1,-



3. LLA.. version -. 0. lnit ma Iily t~hifi; mom acc>

sidered for its capabil11ity to) model lI mtc upr

Additional ly, -S(7 (did not r(equii-e an nrIntamun

input 'data-.

For all its pot ent mat datis. oee. K

coDuple of features which mad- it ts- nappiro pr ate- -:1t.:

s u dv F,,rst . LSC was des iqned toI- mode 1 1 c s c p

cost A . s such, the m~d a:A~ii om:IkI

spTeci ti1c PRAM1 pro Ic Sc sIt .-,!- vcss I

l imitied sensitivity analym c-Apabiliy Iccas ite:

yedata uncera mnt P:precd~umv ~ 1 '.

e c et I onr p rocess-, th Ina : h-cam a t 1 mrni t 1 ng t cor 1 n 1h1

Lmsd a ts f Lc wa, it.mri- i b it To,- ncer f rm in i -i. -.

cotcompara.i sons on-I i n- r' olpt 5(i 1?f X1

sse m -,r ub systemi w 'i I , pI - pce clte I natAiv P w~ 1 chy

tobe da ucl mainua: ' a lv at te r S'?pa.Ira te cos c' t p us hal A t I

'ieneva't-(u f each alternative. This7 la-t I imitt icn it-Vi

was, minc1101 but was3 anotheri ractc-r wh',-h elI imnti i ts 1'- .,

i' iriclu i n It- a id It oe trn h init ia,1 rm, u-mel

.51Pi 5.W heo Iiii -I tt icit a ncutrd



The model requived that the user develop aata entry files

using a ASCII text editor. While the documentation did

provide exampies of how each data file was to be developed,

it was the user's responsibility to determ:ne e:.actiy whe-e

each ,alue was to be placed in the text file. This entre

procedure was complex and cumbersome. It ultimat iy cause

the researcher to abandon any efforts to use this model.

Quantitative Analysis Usinq Selected Models

Only two of the cai,,Jidate moaels surveyed prc-'1ced

analys is capabilities that matched the predetermine: aT -

ysis levels required for each of the three projects The

Statistic-illy Improved Life Cycle Cst (S1LCC) moe wi t.

most 't ~ l va:n model tor perro--min quarititative anal'sls <.

Improved Aircraft Wheel Toi~ct. heo

An_,l -nd Strategy Assessment Model was fou-d Fl . -

re -qu ie analysi s capabilities for both th ,

System nroect and the AN/ALR-46/69 S',cnal Pr,,ce ss,:,r ?V wet-

Sup p y pr oect. The rat icna I for se (-t i aca3h Imo I.S

dscr i bed In the subsequent se ct . uS det - 1 111 -

of the quantitative analysis performed ror each poect

along with the .imtations of eacri model 3 1 SL, irat-

are discussed irnmeda-tely following the section deraV i .?

the quantitative analysis of th F-gCD Im i v< A,:-m -

Wheel project. 'I,-wever, as CASA was use t F.c torm h"

quantitative analysis of, th two remanl,] p[MI 'ot.>. A



description of its limitations does not occur until after

the discussion of the AN/ALR-46/69 Signal Processor Power

Supply analysis.

F-15C/D Improved Aircraft Wheel

Rational for Using SILCC. As previously dercribed.

the decision orientation for the F-15C/D project was one

dimensional. Because of the higher unit cost of the proD-

posed RST wheel, along with the adequate reilabilty Cf the

existing 2014 wheel, this project would be successful only

if operational and support costs of the proposed wheel were

significantly lower than the existing wheel.

Beside the need to examine the life cycle costs, the

amount of data available for any quantitative anaiysis was

not only limited, but also questionable in its accuracy.

The integrity of the wheel information available from MDDAS

was suspect, because of the extremely high failure rates

reported by MODAS, which contradicted by the data avalla:e

from the D041 factors analysis printout as well as data rrcm

the landing gear equipment specialist at Ogden ALC.

The model most suited fr analysis .f this pr, ect

would ideally be a LCC model that allowed the user to per-

,form a relatively uncomplicated analysis using the limited

amount of data available. Because of the uncertainty c

many of the key data elements of this project. this mIol

world ,alsc- h3'e stl-orng sensiltivity analysis capa_]bilities.
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The SILCC model provided both of those capabilities.

SILCC adequately accomplished the LCC analysis usingony3

variables for each alternative. In addition to itsablt

to use the limited amount Df data available, the model in-

cluded the capability to determine the sensiti'vity of eaich

variable to a percentage change in its value. Not) onlyj ci.d_

SL"_ provide the capability to rapidly determi!ne the sen-

s:vaty of -_ny, s-incjle variable to a cha-naes in 1-s vaiu .

it also provided the researcher with a functio._n thatrn

ordered thne sensitivi,_t-y of every variable in the mode,

This feature proved to be especially useful becausie it uri

mediately displayed those variables that were the most

sensitive to changes in value, thereby eliminat-ing the rn

oftten spent trying to manually determine the degree ril

variable sensitivity.

An importanit characteristic of 'S'ILCC that wa-.s nc t

of fered by any other model surveyed was the tesvusz-

made of existing Air Force data systems for model inpu't.

Indeed, t-he main prtemise- of de:veloping SIL-CC was that

datasuportShould be met entirely, by standarid n~.xti.

systems currently existing in th~m Air Force'' (37t), The

user documentation listed the primary Air Fo-rce suc~tr

every data elem'-nt used by the model. often, suppiementing

the data system reference with a specific p, in' otl conit,-

(37:3-29). Add it ional11y. S ILCC documentat-ion no-tl -n l'

acknowledged the po-3 ibi lit 1 of probh'lems with lata acuc



but provided two options for dealing with this problem. Te

first methodology was through the capability to provide the

decision maker with a statistical confidence level of LCC

totals and each output variable. This was accomplished by

allowing the researcher to specify a probability that input

parameter mean will vary from its actual value, and then

used descriptive statistical techniques to calculate the

range of the given parameter value. The second methodoloagy

for dealing with data uncertainty was thro.ugh the use -f its

extensive sensitivity analysis previously mentioned.

Ease of data entry. the capability to provide on-lire

alternative comparisons, and the unambiguous output repors

generated by SILCC were three other powerful features that

increased its value. Data entry for each alternative was

accomplished on a single screen. After data entry was c<=m

pleted, data files were saved through a single keystrol:e

action. SILCC ability to provide on-line LCC compariscois

between alternatives allowed for the researcher to quc].:lv

e:.xamine how any changes in one of the input. variables at

rected the difference in total LCC between th+ two altar-

na tives. Fina IP,. in addition to the many computat':.naI

output reports provided by SILCC, it provided the resea-chei-

with a limited number of output graphs highlighting how

total LCC costs were affected by changes in tour key

variables (MTBD. MTBR, Depot Maintenance Manhour Costs. and

Base Maintenance Manhour Costs).
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Analysis Using SILCC. Using all the data from the

F-15C/D Improved Aircraft Wheel for the baseline analysis

(see Appendix E and F for initial data inputs), the initial

results shown in Table 6 illustrated that only $7522 dollars

separated the two alternatives; the delta being only

percent of total LCC over a 20 year period. After perform-

ing a ranked sensitivity analysis of all variables, it was

noted that the base no repair this station NRTS for the

wheel ranked fourth on the sensitivity analysis re,- .- r

both the existing and proposed alternatives. of the re

variables listed before the NRTS rate, only the mean time

between removal (MTBR) data element was a variable whi-h

might have some uncertainty associated with it. However.

because of previous conversations with the Deputy ITem

Manager at Ogden and the PRAM project manager, the ori*.iinal

five percent NRTS rate became immediately suspect after the

initial LCC comparisons were made and a ranked var-iable

sensitivity analysis report was generated. A closer e:.,-

amination or the input data revealed that thr niimbbr of

annual base wheel repairs generated was on v ,bout 3C per-

cent of total annual wheel repairs. with depot repair a7

counted for the remaining 70 percent (162 annual base

repairs versus 533 annual depot repairs). A second LC! ,m-

parison was made using these repair percentages as base

repair this station (FT5) and base NRTS rates. As Table 7

illustrates, the large change in the NPTS rates had a
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Table 6

Results of F-15C/D Improved Aircraft Wheel
Baseline Analysis Using Original NRTS Rates

17:43:02 07-15-89

Life Cycle Cost Comparison

Labels 2014alum newrst Delta

CNLV - .950 - .950 .00 %

BSTK - 5. - 3. -40.00 %
DSTK - 3 - 2. -33.33 %
QCS - 35, - 24. -31.43 %

BMMH H 261. H 174. -33.33 %
D NM H 187. H 125. -33.33 %
PMSH H 14. H 9. -33.33 %

DEVC $ 0. $ 0. .00 %
SYSI $ 0. $ 846500. 9999.99 %
SEC $ 0. $ 0. .00 %
BSC $ 372900. $ 257400. -30.97 %
BMHC $ 548791. $ 365860. -33.33 %
BMMC $ 19850. $ 13233. -33.33 %
DSC $ 20340. $ 15600. -23.30 %
DMHC $ 80247. $ 53498. -33.33 %
DMMC $ 428621. $ 154354. -63.99 %
SDTC $ 573521. $ 382347. -33.33 %
CSC $ 237300. $ 187200. -21.11 %
IMCC $ 236232. $ 236232. .00 %

LCC $ 2517802. $ 2512225. -.22 %

AVE/YR $ 125890. $ 125611. -.22 %
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Table 7

Results of F-15C/D Improved Aircraft Wheel

Baseline Analysis Using Adjusted NRTS Rates

17:46:35 07-15-89
Life Cycle Cost Comparison

Labels 2014alum newrst Delta

CNLV - .950 - .950 .00 %

BSTK - 3. - 2. -33.33 %
DSTK - 13. - 8. -38.46 %
QCS - 35. - 24. -31.43 %

BMMI H 180. H 120. -33.33 %

DMMH H 1454. H 969. -33.33 %

PMSH H 5. H 3. -33.33%

DEVC $ 0. $ 0. .00 %
SYSI $ 0. $ 846500. 9999.99 %

SEC $ 0. $ 0. .00 %
BSC $ 223740. $ 171600. -23.30 %

BMHC $ 378602. $ 252401. -33.33 %
BMMC $ 6544. $ 4363. -33.33 %

DSC $ 88140. $ 62400. -29.20 1

DMHC $ 624145. $ 416097. -33.33 %
DMMC $ 3333719. $ 1200528. -63.99 %
SDTC $ 4460719. $ 2973813. -33.33 %
CSC $ 237300. $ 187200. -21.11 %
IMCC $ 236232. $ 236232. .00 %

LCC $ 9589140. S 6351133. -33.77 %

AVE/YR $ 479457. $ 317557. -33.77 %
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dramatic effect on the total LCC differehce between the

current and proposed wheel. With a base NRTS rate of 70

percent. the proposed RST wheel LCC costs were about $3.2

million dollars less than th, current 20i4 wheel (a 33.77%

delta). Because the number of actual repairs accomplished

was a more accurate figure than tne original NRTS rates

reported by both the D041 and the item manager, these LCC

figures became the baseline results for the F-15C/D analysis

using SILCC.

Higher NRTS rates also had significant effects on total

LCC differences, although additional increases in percent of

change were not nearly as great. A base NRTS of 95 percent

produced a total LCC cost difference of over $4.6 million

dollars (a 36.9 percent difference) . Increasing the base

NRTS rate to 100 percent. produced a total LCC cost dif-

ference of over 5 million dollars (a 37.33 percent delta).

In each case, the RST proposal showed significant reductions

in operational and support costs.

In addition to examining the sensitivity analysis of

the NRTS rates. the values of the ten variables identifted

as most sensitive to change were varied by at least 25

percent. Table 8 shows the effect of each change on total

LCC. While many changes had great effect on the absolute

value of LCC costs, most of the deltas between the two

proposals wore only affected by about 3 to 4 percent.
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lable 8

Results of F-15C/D Improved Aircraft Wheel
Sensitivity Analysis Using the

Teni Most Sensitive Variables Identified by ITLCO

Variable and
Sensitivity Fe r ce nt 2014 R'ST
Rank incg Change LCC LCC Det_
PIUP (1) 25%0 decrease $7268131 $'50--'3 3 4 75 07
MTBR ( 2) 25%0, decrease (RST) $9589140 $8021467 6 J5'
AOH (3) ::5d,= A.: re ase $7327188 $5 09 2533
AOH (3) 2 5 "1an creas-_e $11851090 $7601933-
IN RTS: (4; 2 5 incr-ease $1i16455 30 £74174,34 _
NRTS (4) 2 5 decrease $74b494,8 $ t5L')12 32 4 n
PS'3'C (5) "5 i ncrease $10704320 $709459t
T)MC (7 25 increase (PST) $9589 1 40 $65 51 265 : U
S YSI1 (8)* _25'30 increase (RST) $~8 9i 4 (J $,'6?2758 e
SYSI 8V) 50% increase (RS-T) £T.9 50 140 $ 6774303
S YSI t8)* 1 0 0%" increase 1 RST) $95891A40 $7197633 1
DLR(8.1) iJ 25% increase $ 97 3805 1 $6450,107 J '7t

.-%. :nres -9745177 $6455157=- 3

UC(10.9)k**25 increase (RST) $9589140 $6456433 3 2. 7,
UC 10,9)A* 5 0 increase ( RST $9589140 $661733 3

Definitions
PIUP - Projected Inventory Usage Pro
MTBR - Mean Time Between Removal
AOH - Annual Operati onal Hours

NRTS - Base No Repair This Station
PS) Packing and Shipping Costs

DMC -Depot Material Costs
SYSI -System Investment Costs
DLR -Depot Labor Pate/Manhour
DVIM Depot Mai~ntenan~ce Mnor
tJO - Unit Costs

3'SY 1 sensitivity analysis ranked 0th tor ROT iV"
native only; 2014 alternative had no _3*Y.I 1t

kDLR sensitivity analysis ranked 13tn for 314 alter
niat ive; 10th for RST alternative

1"DM11 sensitivity analy'sis ranked 9'th f:)r 32014 :l~
native; 11th for ROJT alterinative

SUC si-nsitivit-v anli ranked 10th or2014
alternative; 9th for ROST alte-rnatiive
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Howo',er two variables having a large impact of total LCC

were (a) the effect of increasing the development costs of

the proposed RST wheel and (b) a decrease in mean time

between removal (MTBR). As Table 8 illustrates, a 25 per-

cent reduction in MTBR time of the proposed RST wheel would

result in only about a $1.5 million dollar LCC savings.

which is a significant reduction from the baseline savinos.

LCC comparisons were made with the RST development c..ts ;n-

creased to over 50 and 100 percent of the proposed P? cr.c,-

in order to examine how RST development overruns affected

the feasibility of the project. Table 8 also shows an l)

percent increase in RST development costs reduces the total

LCC savings of the proposed RST wheel to about $2.4 mli on

doilars.

Findings. The baseline analysis (using a NRTE -

of 70 percent) demonstrated that the total LCC cost siavina

of the using the RST wheel as opposed to the current 2011

wheel were about $3.2 million dollars. This demonstrated a

positive return on investment of about 3.8 to I. a fio;ire

significantly lower than the original PRAM Prolect Fun

figure of 1 .6 to 1.

Analysis showed that one of the most important vii--

ables affecting the differences in LCC between the two

alternatives was the base NRTS rates. The less capability

that the base level maintenance has to repair the wheel. the

more attractive the proposed PST wheel alternative becomes.
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This was an important result of the analysis because, al-

though the NRTS rates reported in the D041 were only five

percent of all repairs, the Landing Gear Deputy Item Manager

at Ogden ALC stated that almost all work done on F-15C/D

wheels was performed at the depot maintenance level f351

Indeed. if the base level NRTS rates were i00 percent. t:he

RST LCC savings would be over $. million dollars. 1ncreas~nc

t1e project ROI to over 5.9 to I.

The other significant variable affectir.g pro-ec' co:t

savinqs was wheel MTBR. The RST wheel propos.d to t r rce

wheel MTPR by over 50 percent. to over 1092 hours. if th:s

proposed improvement was u irerstated. the cost sav1n w,,u 1

be reduced to about $1.5 million dollars, thertbv t-el?, i,:

the prolect ROI by to appro::imately 1.9 to 1.

The most important tinding of this analysis ls ws .

although SILCC reported LCC savings s gnif cansi, !-,w,  t,

reporte1 by the initial PRAM Project Plan, an e:tens

amount of sensitivity analysis revealed that this proae_,

would still provide substantial co sa';inns noer

.:iA,: ,Ei0 assimipt ions. i f i til-e n1,-ur- a M, r,-< A..

assumed correct would the cost savanqs be mar1)ne.

SILCC Limitations

As useful as SILCC was in pretormino ths anals',S . :

was not without its imitations. Perhaps the most seri-,s

limitation of SILCC was its 1nf ie:.ibi 1 ity to handle nha nges

to spares pr, visln ing policy. SILCC 1ci lu ' ites base.

1 )3



depot, and co-ndemnation spa-_res u _sinc oipt :ma i spares rI-

sioning formula ba-sed on mnanipu lating syster-, peak ...

operating hours (POH). pipeline time. mean timne betwee-n

demand (MITBD) . and the number cf weapon sysStem bsn

tions (37:38). Using the baseline dA t a se.- Ii T s~~ TK

that between base, depot. and condemnation s-pares eur

ments. the 2014 would require 66 spares versus_ t4 S :D i

requir-ed for the PST option. liowever,. the a-An

Divi sion at Ocien ADC has a current spcres- inen r- r, 7 r/

main la-ndinQ gear wheels, and the new P.ST1 croc_ a 7 eiK

oly a need ror- about '35 spares (4?:U). Wh~ n

debate the necessity of keep iri such a large s~up ly! - r

spare:s, especially; for t-he LICIIA Wheel., the tatremains.

that. f(-- wha-tever reaso)n thepy - -P~

ipe ~s cret- nde: po(-t mai1n .t na n pi cyi

Pe,-Ih.ani 1S m io Idiust the ninbr -r !Ds lev--1

or co ode mn a 1cn s-7pares . n' i

r cr Lath a) te'nat ifves . "_he anl I lav

the cotetfects o-f theI . tia an nI n.ora. i

spatres acqu isit ion to the Ln eul z(-ra-e:o

~c r nnte y .bercause al 1 nede-d snare-s hla-AI aA;>.

ncrccured. this problem had little efrect -n "he I*e~~

51LCwasa 3 s quite I mtdin itz -Acapa 1 . -

several cat egries or L,-- cot Svs-eniAd ->K



Costs could only be entered asthohut*cs

Equipment Costs c: -u1 d ai sco only Ibe enteredastruh i

costs. Additionally, SID-LCC did- no" have any capab,-i i-ec3 ti-

.model recu-rrircQ support -:quisment csdcuettn

cos)-ts, or traininco cost,-s. WTil oe tteeI r tt

had al i -* e me c mr i r F- - I C ) r Im roved A r r ci-t

Stud>'.an o. f~' h e.- to Ta-reay :

i','e ~ : 1ee A/s~i tc VZ''

.~~..dt~ 1s 1.S ~ ~ v ~ 1<

'1-I- 1;



per iod. Under the e:,: t ing CP a! t rra~r t- i,, :,: 1 1 .-

or may not require repair of the elec-tricai l eae

associated with it. The c-ilv generator repair data m'a.-

able fori armaly'sis was the number cf genera to-rsrpae'

annua 1 v anc4 the tota 1 ar~nua 1 generator repa irccs

impoi- trt a a dei be abl e to: some hw hade th in~

tYI ,;' odl~: th thk-e capal- 1. to .cnd Ie these

e annus i a i r to S .~ 1 1- an S 71 e

-21-A C,~ wcn -I her f :1,: 1i -a C

tat ::e ~-anlsi -.'ua'lT I

itte rau en1 'r1aA rr

.tVai9-t.C -It. .-I l £ a l M,

rlI -w .earcher to perra -.umber os r- L,

t-c tto -I ) SE an in i ~te lm- .*

r and d I socucn'- Iae -Af ' theZ -4 1-,

::ll n Srcn o'oiI.F 1ar 1mt1 a i



assessmenitorte*? iatoaarasmot

alternatives beingcosded

Besi-des the Qreat flexibi lity it demonstrated :nrr

forming this particular analysis. C-AJ'A offe:1red the re-

searcher a unique capability :- uanitmtv2 pr-c-e-

aIllowed the r esearcher to es" imate a nurrV,1 p-

d- F%' -7h-'-

,ue rono urt0. 1 t I4 S rd e an1 7

do teaiona it C a tcr s mu s

a e' name RIIKI Th Pi e thi ':cleA

Ioc C ter; p'rt L ;J In' ov-o.3bittlnea :rid I-

u Sing both e aloha Pad bet Am:s s 'Ats

an S' t~ a~ .4r-u ( w rk, I 1

rrni" r -j

car ot 1 ons aa i r a-it v musD': -t Te coe I I OK-

A~ finalI reason why, 'AAwm h e a s h hS

ana-lysi S a be1s t WF&ee rw 1> i<



us-e within both the AI Loc n h PPstot

community. Additionally. :several tsdependent strdi*

val1.idated both the modelI's- accuracy and stat ist ica Ius

ness (25:35, 33:335. 21:12z).

Analysis UJsnq CA3.A. The data elemnenit ri-:

C-1-41A/B VSCF System project data analy-,sis wrse

used as data sets for baseline -Analys :is (Sf-e App--nd'

J for mo,-del inputs) As Table 9 iilustiiates. t -,-1i

o-f thle propose I§~ yte sSiihlYmoetn 7

millcion do I lar-s above t he tot),al I -CC cstso h ex:s i,-s

CSD syte Pi a 102.2 percent delIt a. WIl . .i h V

demonstrated a signif icant s avinTs in ooeraltiWDIal -id

Port cost over the exist in 1-I.1 (--)SY'stem (-- iot

I5~ IU ,-on deol lcirs) th- ccnsideiale fl-inr ,t 4

ment and im-p l emcio-at i on -s tt h pr: posed v:-(-

(over 2 r' , I~ I milion I I tars ) i~qa 11eA the est m-a 11edP

t jorh 1 and suocr t co:s t Ye 1ut ioi5 isI the V\]]7

Whi ic QA a I I o-we~d thef rese- ih, i t ha anyi nuv l-

ft i nput *wa--ir i ab 1 e s and eid mI ne t !Ie tes t or t~ t 11cI'

p er r,-r m d irie ct s en -i t iv ity,, aricav n Ir unt c.t

MTT b 1 i rp ut 1irig d es i edp-r -nr a c~le cn-A noTe- Ti th, 0

orM1TR base lIine, viriable 'vle. Table 101hc-I~h h

resulIts -,r this strisit ivity an y sfor h V.->i'F V-

t ive.



Table 9

Results of C-141A/B CSD vs VSCF Baseline Analysis

COST COMPARISON (1985 DOLLARS x 1000) 07-04-89

** TOTALS OVER ALL YEARS s*

Base: C-141 Constant Speed Drive
Alternative: C141 Variable Speed Constant Frequency Drive

Total Total
Base Alternative Diff %Diff

ACQUISITION COSTS

TOOLING AND T.E. .0 .0 .0 .0
START UP .0 .0 .0 .0
SYSTEM ACQUISITION .0 108199.0 108199.0 .0
SHIPPING CONTAINERS .0 .0 .0 .0
PRE-PROD ENG CHANGES .0 1600.0 1600.0 .0
PRE-PROD REFURBISH .0 .0 .0 .0
INSTALLATION .0 16260.0 16260.0 .0
SUPPORT EQUIPMENT .0 .0 .0 .0
HARDWARE SPARES 5051.2 3203.5 -1847.7 -36.6
SPARES REUSABLE CONT .0 .0 0 .0
INITIAL TECH DATA .0 .0 .0 .0
INITIAL TRAINING .0 .0 .0 .0
TRAINING DEVICES .0 .0 .0 .0
NEW FACILITIES .0 .0 .0 .0
INITIAL ITEM MGMT .0 .0 .0 .0
MISC ACQ COSTS .0 7000.0 7000.0 .0
WARRANTY .0 .0 .0 .0

TOTAL ACQ COST 5051.2 136262.5 131211.3 2597.6

OPERATION & SUPPORT COSTS

OPERATION LABOR .0 .0 .0 .0
REPAIR LABOR 5868.7 2340.1 -3528.6 -60.1
SUPPORT EQUIP MAINT .0 .0 .0 .0
RECURRING TRAINING .0 .0 .0 .0
REPAIR PARTS A!ND .MTL 45861.6 13425.8 -32435.8 -70.7
CONSUMABLES .0 .0 .0 .0
CONDEMNATION SPARES .0 .0 .0 .0
TECH DATA REVISIONS .0 .0 .0 .0
TRANSPORTATION 7695.2 3068.5 -4626.7 -60.1
RECURRING FACILITIES .0 .0 .0 .0
RECURRING ITEM MGMT .0 .0 .0 .0
CONTRACTOR SERVICES .0 .0 .0 .0
ENGINEERING CHANGES .0 .0 .0 .0
MISC 0 & S COSTS 12225.0 .0 -12225.0 -100.0

TOTAL O&S COST 71650.5 18834.4 -52816.1 -73.7

TOTAL COST 76701.7 155096.9 78395.2 102.2
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Table 10

Sensitivity Analysis Examining LC' Effects of Changang
VSCF MTBF. MTTR. and Unit Costs While Holding CSD Costs

Constant (in thousands of dollars)

Percent Diff in both
of VSCF CSD VSCF Dollars and

Variable Baseline* LCC LCC Percentage
IMTBF $76701.6 $217559.0 $14t0855 2
MTBF 50 $76701.6 $175942 7 $99241.1 12 4%
MTBF 75 $76701.6 $1620 45. 4 $85343.3 I I . 3
MTBF 100 $76701.6 $155096.8 $78395. (10_
MTBF 125 $76701.6 $150957 .5 $ 7 425. 9
MTBE 150 $76701.6 $147328.7 $70 627 . 1 -_ i4,.1
MTBF 225 $76701.6 $142621.8 $65920.2 J.5 9%s
MTBF 300 $76701.6 $140030.5 $63328.9 2 .

MTTR 25 $76701.6 $153341.7 $76640.1 *99

MTTR 50 $76701.6 $153926.8 $77225.2 lu0 7G
MTTR 75 $76701.6 $154511.8 $77810.2 10 -"

MTTR 100 $76701.6 $155096 .8 $78395.2 I
MTTR 125 $76701.6 $155681.9 $78980 .2 102 .9)
MTTR 150 $76701.6 $156226.9 $79525.3 (103.70,
MTTR 225 $76701.6 $158022.0 $81320.4 1i6,'Ds
MTTR 300 $76701.6 $159777 .1 $83075.5 108. 3%)

UC 25 $76701.6 $71545. 0 $-5156.6 i-6.7%

IC 50 $76701.6 $949395.6 $22694 .0 26Q
5 £76701.6 $127 -4 7 .9 $5546.

UJC' 1{00 $76701.6 $15J096.8 $7839.2 ".

1-25 $76701.6 $1029.45.4 $10643. H_ ,
tic 150 $76701.6 12108(1. 4 $134099 8 i 84 8)
_!C -$76701.6 $ -1347 5 $ 17645 . 2u

UC 300 $76701.6 $377908.5 $301206.9 3 92 7:

VSCF MTBF Baseline = 4000 hrs
VSCF MTTR Baseline = 16 hrs
VSCF UC Base line - $7.4 .500.00

10



Sensitivity analysis was also conducted for Th'.e Ur.~t

cost, MTBF, and MTTR of the existina CSD alternative.

Because the existing values of these parameters were con-

sidered relatively 'hard' data, in contrast to the untes-ted,

data presented for the VSCF alternative, the CSD baseline

values were oniy varied by a ranqe of 25 to 125 percent.

TabDle 11 contains the results of the C__SD analysis.

Bes ides the sens it~iity anialvs is cconducted frth- 1

TMTBF. and MTFTR. for each alternative, many other maintenan~ce

variables were chang-ed to determine their effe, ct ,n c--s

These changehs included decreasing the years of uzeful cyistem,,

life, increasing and decreasing the number of mnonthlv.,

operating hours. and decreasing the base NRTS rate-.

Additionailly. the effects of inflation and discc_-uitling :.n

overall Life Cycle Costs were e:,-amined. Table I h, ai-t

the results ofr these sensitivityaales

In addition to perfcorrming, rhe aov sensitiat,'. anai-

ysis. risk analysis was performed on the VSCF alternDti%-.

using the R TSKMC module. T e rik alsis W as per formd

in an at tempt toacout :ri the 'sc_,tt' V:',F data. a_-w:

as to demonstrate2 the risk analysis capabilities omf CASZA.

The RISKM' rmodulIe i s a Mont e Car 10 S iimu 1a t io:n proqriani w'h i c'n

allowos the reseParcher to establish both a valuei rclino7e toi

UJnit Co,-sts, MTBF. and MTTR. and select probab-i lity distniu

tions for the chosen valuos. After the values tac



Table 11

Sensitivity Analysis Examining LCC Effects of Changing

CSD MTBF, MTTR, and Unit Costs Whale Holding VSCF Costs
Constant (in thousands of dollars)

Percent Diff in both

of CSD VSCF CSD Dollars and

Variable Baseline* LCC LCC Percentage

MTBF 25 $155096.8 $267185.0 $112088.2

MTBF 50 $155096.8 $140035.7 $-15061.1 (-7

MTBF 75 $155096. $97833.0 $-57263.8 ( -25.9

,T B F 100 $1155096.8 $76701.6 $-78395.2 ( -50. )

MTBF 125 $155096.8 $64034.8 $-9162.j (- ',

MTTR 25 $155096.8 $72_00.1 $-821/96,7 5.

MTTR 50 $155096.8 $73767. 1 $-81329 ..
MTTR 75 $155096.8 $752'4.5 1-7 ..

MTTR 100 $155096.8 $76701.6 $-795 2 -50 C

MTTR 125 $155096 .8 $70168. 8 $-769280 - ,

UC 25 $155096.8 $72913.2 $-82183 

UC 50 $155096.8 $74176.0 $-809208 2-- . 20

UC 75 $155096.3 s75438.8 $-79658.0 -

UC 100 $15509t.8 $76701.6 $-78395.2 ,u 5.

UC 12 5 $155096.8 $77964.6 $-77150., { -49.7':,!

* CSD MTBF Baseline = 1595 hrs

CSD ITN= Baseline = 16 hrs

CSD UC Baseline = $60.133.76

Fable 12

Results of C-141A/B V:SCF System
Sensitivity Analysis for _Celected Variabl,s

Using CASA (in thouands - f do lar-s)

Percent CSD VSCF

Variable Change LCC LCC D t

Useful Life 25%0 decrease $56639. 4 $149823.2 1 4 .

System Op Hours 25% increase $92521 .9 $ 16 0 32

System Op Hours 25% decrease $60821 .3 $149046 6 149 :.I

NRTS rate 25' decrease $60821.3 $1408'2.5 I3 ,3"

MTTR 300% increase 3$0439.0 $159777 .2 8.7

Inflation 5% per year $14899.9 $180829.7

Inflation and
Discount rate 5%Inf/l0%Disc $46196.9 $140944.8 1. "
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variable and their probability distributions have been

selected, RISKMC allows the researcher to choose between 5.3

and 1000 iterations of the simulation. After the number of

iterations is chosen, RISKMC "fits" the values chosen to the

probability distribution selected and the number of itera

tions chosen. The resulting output is a prediction of LCC

probabilities based on the probability distribution select..

and the number of iterations chosen.

For risk analysis of the C--141 VSCF aiternative, Table

13 shows the parameters selected for unit cost, MYBF, and

MTTR. The unit cost of the VSCF was varied from its pr:-

posed price to a value representing a 25 percent cost in-

crease. The MTBF value was varied in order to capture a 25

percent decrease to 50 percent increase. Finally. the MTT.

value was varied to capture a 25 percent decrease to a ritty

Table 13

Parameters Selected for C-141A/ VCK R,'sk Aniws

Variable 1.istribu- -,n L:-we.. ,]t LJI L_- ' _ , -
'n , .it Cost Uniform $£74 .50 $93. 125
MTBF Uniform 3000 hrs 6000 hs
MTTR Uniform 32 hrs 64 his

percent increase in the depot maintenance hours renun>- cI t,

repair the VSCF. As the probability distriYution of t

i13



proposed data was unknown, the researcher chose to use a

uniform distribution.

The maximum number of iterations (1000) was chosen for

the Monte Carlo Simulation in an effort to increase its

statistical significance. Figure 5 indicates the results of

the C-141A/B VSCF risk analysis.

Findinas. The baseline LCC comparison indicated

that implementing the VSCF alternative would increase u'

costs by about 102.2 percent of the existing CI5D system over-

an estimated 25 year useful life of the C-141A/B fleet.

Additionally, the calculated ROI of this project was sic--

nificantly less than one.

The analysis performed by using CASA indicated that the

initial analysis done by the PRAM staff had overestimated

the ROI of the VSCF alternative. The cost/benef-ts caP-ula-,

tions performed by PRAM staff analysis estimated that the

C-141A/B project ROI was .51 to 1. The baseline analysIs "-I

the VSCF alternative using CASA estimated a ROI of .34 trt I

The sensitivity analysis capabilities of CASA sho-wed

that except for a couple of extreme cases. the e:-.stin. 'I'C

alternative proved to be the more viable cost option. Under

all scenarios examined, the only times that the VSCF -topn.r.

proved to be the more viable alternative was when the VSCF

MTBF was obtainable and the cur-rent CSD MTBF was over-

estimated by 75 percent, or if the proposed VSCF unit cos
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LCC vs Cumulative Probability Using Generated LCC Values)
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was reduced by 75 percent. The likelihood of either or

these event ,ccur:-inq could occur- appe-.ared remote.

The baseline delta between the two alternatives became

even larger when a conservative five percent inflation rate

and the current accepted Department of Defense (LDOD) cas-

count rate of 10 percent were applled to the life c

costs of both alternatives. With both of these tactors

calculated into t-he study, thne V'SCF Ro1 b.-ecame .211 toD 1.

Finally, by performing a limited risk - analysis using

the RIS"M1C module of CAS A. the researcher fcound VSCF r---s.

vary a ng between $ 155 mil i 1on dol lIars arnd '$ 1'0 mi I 1 i1~ d

l ars . A dd it in ally-, u s ing th e r iSkI, analiy s is p a r-arni-t er S

'Listed in Table 13. the RISIMC estimated that there wa--s

about .q5 prob"abi I atv of V-'(-7 co-.sts reich,.ng....... mill'- :n

dollars.

Throuqh having perforrned the initial bciselin - :cai

on. extens ive s(-nrsit avity analysis, and a limitedr:>

alysis. tne quant ita:t iv,? arlo vS ic snowed tha L und-r a

var i-ety of assumptions. the VSCF did not procve to b" ~cs

t t i ct lr..even rhoug-h it tr~roe e ai

over mipercent. The 'VS(F s-ystem may incteed procte add:-

tionral reliability. 'but the e-Xtensivl uniaiv nv,

perfo-rmed suggqeSted4 that- it may not be worth the ,1arg:e

-acqu isi t io cri s t.



AN/ALR-46/69 Signal Pro eseor- [Power- Surpply

Raticonal Far Using CASA. As mIentioned the

additional data collection effort f or t h is proj3e ct- proved t:-

be particularly challenging. As the AIN/ALR-46/69 R-adar

Warning Receiver was in use on more than 17 tre wao

sytes. subjecti ng the Siqnal Prcesso-r Power: S-upply t'

several different stress levels, only tw-. analys,'S

seemed to be avaliabile:

1. Perform separa--te ana-ly'-zis rcr acn W*I

Formnulate amehdloytacrctth se:r

reliability and mantainability data nec- S ar-, t ; -

representative data inputs to-- ai particulari mc-Jt:I

T he d if ficu t,,, w at h c-hoo- s in g t1h e fi r st alItern -1 2

,the AN,'ALR-A;,b9 Sin r'esrPower 3m re:tw-a

that existanq A,.r Force inv7entory management ims

agrgate the only ini-ormam io-n -av7ail atle cicrir:~

tenance re pair cycle time. mean time to rteoair rFJ. i~

between de1ma--nd. and a hcs.t cl octher r 1aaIat n r-

tainabi 14ty in: ormat ion. Te r eeahr wa end, r,- h I- Wn

SuPppl1y a na lys S to- -r e ah s- i-e pa ra t t W 7 ap (1, te

The on l v cho-,ice l ef to-11 the eerhr n. . .

was to b0e acc-ompi 1 shed., was to 1crgt th -A D tb'. I an

m a 1anta ina bi I i ty da ta . A rchdlr, wa :mcia.

sucsu lV a C-CoInp I '11 th Is tas wat a " I Ii an:o-



In addition to the desirable reliab:lity a:, ! .::- :

ability characteristics mentioned in the prev' sus C 1;0L

analysis. CASA was chosen as the model to use for this

project because it was determined that this model had the

greatest capability to handle this aggregated data. Anil

tionallI. CASA determines averaage number of oper-atin4

systems per location by dividing the total number ,f wenp,

systems using this system by the number of operating

tions. While this method of determining operatiang y...e-...

per location may overestimate or underestimate the abs-lu.-

number of onerating systems at any given lo:ativn. it

greatly taoilitated data entry and was acceptable t he

purposes of this study.

Analysis Usin a CASA. As with the previou01s tw

projects. the AN/ALR-46/69 pro ,ect data analysis wnT, .h-,-

provided the data retquired for the baseline analyis .

Appendices i and I) . Table 14 illustrates th- initia.

analysi s results. it re'eals th-t operational an,,d .,7.7-

cost savinus(' o:f th amr ovY - "' ,. .- -f ty" ni na ":y:]]v1 7.:'.:

P":w_ r Su.pp:y, to: be $.1 -,,.6 m i :W d.-K ars .-v,-- i' h- ,.:

per 1od.

As with the C 141 VSCF System ,r, ect. the ZEN-E moan>

of CA wa3 sp, to perform sensitivity analysis or ,K1

st, MTDF, and ,TiTR tor P.ch alte-native. Addit , i-a a v.

11 a



Table 14

Results of AN/ALR-46/69 Signal Processor Power Supply Baseline Analysis

COST COMPARISON (1985 DOLLARS x i000) 07-00-89

too TOTALS OVER ALL YEARS t'o

Base: Existing AN/ALR-46/89 Power Supply
Alternative: Improved AN/ALR-48/59 Power Supply

Total Total
Base Alternative Diff %Diff

ACQUISITION COSTS

TOOLING AND T.E. .0 .0 .0 .0
START UP .0 .0 .0 .0
SYSTEM ACQUISITION .0 .0 .0 .0
SHIPPING CONTAINERS .0 .0 .0 .0
PRE-PROD ENG CHANGES .0 300.0 300.0 .0
PRE-PROD REFURBISH .0 .0 .0 .0
INSTALLATION .0 .0 .0 .0
SUPPORT EQUIPMENT .0 .0 .0 .0
HARDWARE SPARES 145.8 39.0 -106.8 -73.2
SPARES REUSABLE CONT .0 .0 .0 .0
INITIAL TECH DATA .0 .0 .0 .0
INITIAL TRAINING .0 .0 .0 .0
TRAINING DEVICES .0 .0 .0 .0
NEW FACILITIES .0 .0 .0 .0
INITIAL ITEM MGMT .0 .0 .0 .0
MISC ACQ COSTS .0 .0 .0 .0
WARRANTY .0 .0 .0 .0

TOTAL ACQ COST 145.a 339.0 193.4 132.8

OPERATION & SUPPORT COSTS

OPERATION LABOR .0 .0 .0 .0
REPAIR LABOR 1835.1 72.9 -1762.2 -96.0
SUPPORT EQUIP MAINT .0 .0 .0 .0
RECURRING TRAINING .0 .0 .0 .0
REPAIR PARTS AND MTL 276.4 81.8 -194.6 -70.4
CONSUMABLES 2.8 .8 -2.0 -71.4
CONDEMNATION SPARES .0 .0 .0 .0
TECH DATA REVISIONS .0 .0 .0 .0
TRANSPORTATION 144.8 42.8 -101.8 -70.4
RECURRING FACILITIES .0 .0 .0 .0
RECURRING ITEM MGMT .0 .0 .0 .0
CONTRACTOR SERVICES .0 .0 .0 0
ENGINEERING CHANGES .0 .0 .0 .0
MISC O & S COSTS .0 .0 U -0

TOTAL O&S COST 2258.9 198.3 -2060.6 -91.2

TOTAL COST 2404.5 537.3 -1867.2 -77.7
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srmi Icr tio the -- 141 A/B VIC3' ':r-m

analysis was performed in, two Separate ses

1. Performing., sensitivity analys-is o-n tne po~e

power supply amr''mnwhil t -, :nJi <C

ex:<istinig power supply at the bsl-ersls

2.Keeping the ECI tot-al ofthe6- p rop os ed pwe r

inmpro--v emzn t at h&base1ine whilIe perfor min sensi t:t:-

an alys or the eI stInrg power su7oi alena3e 1

and 16,, ighlight t he re sults othsesnst:t'on111

Cans a t iv, ty a nalysis- wa S ats o re 4 <rne :.n-It 1

e ix: ""I4  mcdku
1 li wina- u ed t D pe-, term rzka r

Qaram'ti. zHl& ft9 A f- un:- MT -,n M 1 '

dwre cmt ite t nreS ( pi ce wta-(- ri cn i Sa t : t..I

e C< 1 .9 1 e2>c S I 7.

es aM T-c.R7 b bte ViEFg 21tPa ra v n heM

value w:sva ae: to,- lituep to a -ii peot,- _

T i'' ri~. ace t he pro-baiba I i .- hs rabit ii, n r en



Table '5

Sers ita-vi rv, Ana1-I'S i S Exarin nana 1'L( --- El' te -
Imr-proved P _-wer u~ vMTBF. MITi" -Jni V.:

n t hcu sa-nda s~ D0 1 32

ierorc n7-rrent trnrio' j - - L

- '. 4. 4

MTLF £D4 Q0 ~r .

MT-1 £ 4 4 4  
I

NT?'?'0 24,0 S 4 d ~ .

Ei D-1il 1~-4 1 .

~ . 4  
o 5 - CA

MTTT. E?,524
MIuT u5 .534I4.4 .



Table 16

Sensitivity Analysis E:aminin LCC Effects -f -.f ncn:n
Existing Powe- Supply MTBF. MTTR. and Uni Costs 'Tre

Holding Improved Pc,wer Supply LCC Cc istant
(in thousands ,of dollars

Percent Improved Existing Diff I n b, 
of EXISTPS Pwr C>z PwI ' .a, S.

V/ariable_ Bae, --line' LC" __-- Prrn :

ITIBF 25 $837.3 $10 104 .
MTBF 50 $ 37 .3 $47.9'- . i -'
,-BV 75 $837. 52 0 [ I $:.
MTBF 100 $837 .3 1240 4 Z .

MTBF 150 $837 .3 $ 160 9 , '7 72
MTBF 300 $837 . $891 i $ 2
MTBF 450 $3 .3 $543 .6 3-29
MTBF 55C $, -- 7* $448.1 -.2... $-4-12e. _1 $ -3 9': . -

MTTR2. $1028.1 $1921 $
MTTR 50 $83 .3 $148t. 9 $64', . 3
MTR ~7 $7 .3 $i9457 $> 42 7.MTTR 100 $,937 24 . 53

IM- TR V 37.1 2-40 4 .4 .5 6 7 .4 .%

MTTR 150 $837.3 $3322 .0 $2484MTTR 3 00 '$837.3 $604. $ 52 3 '
MTTR 450 $837.13 $0827. $7

--,T-, .- 8 3 7 .: 31 $,8 7 03 S 7; 5
MT'fR 555 $8.37. 3 $i065 4 $9820 E 4

2537.3 $2295 2 $47. "

50 $a37 , $ 1 6 519 3 -
'ic 75 $837.3 52:68 0 $±530.

[ <: _ 1,30 $037.3 $2401 -1 ', 59'- _ ,- 2.,

r.- i.oO ' 7. '-, 4 7 .,,3,00 $d33, 3 $ - = '

Uc 450 $$294 0 2076 . -:D,.
UC 550 $837 .3 $3059. 6 $222.3 _._5...('.

Existing Power Supply MTBF Baseline = -9 ,0 hlrs
E I'sting Power Supply MTTR Baseline = I I1.1
E,:isting Power Supply Uini Ctst base Iine $4 I 6 ,

12 -1



Table 17

Results of AN/ALR--,;6,69 Signal Procesacr Power Supply
Sensitivity Analysis for Selected Variables

Using CASA (in thousand- of dol lars)

E- is t inc Irnpl-ove -
Percent Pwr Su)_po lv Pr S3upply

Variable hncLC(-- It

Usefu'll Lif',e o dec-rease $13. 5 F_,
S ern Dp Hur incrreae S 30. eu .

NRTS rate 4 0" cicrease 's-ji Z, 4 G/
i nf l a TIo-,n 5 per year 3, _ 36.
inflat ion a n,4

~' rate 5In f 2.<

Parai-meters Selected tfor AIN/ALR-46/6 lin
S (qna I Procesr-r Power :Supply Risk'- Al

'Iria b Ic DIstritut"D Iur Lc wes Va11~ _________

On~tCos U n i f o rm 00i S
Ml S'F Un i fcrm 60M boCI)hs 10 hiu.s

MTPUniform 1. h r S -4. h'-

prpoed.:tawas un~on.as with C -141 V77au

se ~a r, he c,-.c i~b Se h ii - r m a S r 1

im -a - rrriri umlei- -- itr at n - w-

.-I il V. IS r tV t- irm rc, pinw.-r Upr al



LCC vs Cumulative Probability (Using Generated LCC Values)

800 o50 goo 50 1000 o050 1100 1150 1200 1250 1300
--------- -----------------------------------------

100+ *......
*4*#*

4

90+ .

C
U
M
U 80+

L
A
T
1 70+

v
E

P 60+

R
0 4

B
A 50

B

L
40.

I

Y y4

30
P4
E R I *

R
C 20.

E
N
T4

A 10+
G I

E ,
I •

+ -------------- ---- ----- - -- +--------

800 850 900 950 1000 1050 1100 1150 1200 1250 1300

Life Cycle Cost (x $1000 dollars)

Figure 6. Cumulative LCC Probability Curve for AN/ALR-46/9'?
Improved Signal Processor Power Supply Alternative
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Findinas. The initial analysis showed that the total

LCC difference between the two alternatives was about $1.56

million dollars, with the improved power supply alternative

beinq the less costly alternative. Additionally, the opera-

tional and support cost savangs of the propose, p! r Sp-prl

improvement was about $2.06 million dollars. Wtth the cr2g-

inal $:300 thousand dollar investment cost . this r eore.--,-

a ROI o-f abut 57 t 1. However, with the increase

project investment costs of an additional $2300I Ohuz.

dollars, the ROI decreased to about 3. *3 to I.

This original return on invest e nt clcsely r

6.95 to 1 ROT estimated bv the orla:nalT i I PRA Prc~e~t.....

This seems to strong ly -c1 1 aborate the oi i rina 1st .. 'i

performed by the PRAM staff. This was because the ITT

values ised in the two studies were sign ficanti* r-.' .

The IMTBF used in the -:,ricinal study was

960 hours u sed f- the QIuan, tat ive aa l s 7

The value of .60 hours was used becaus. it more acr.:-t-v

estimated the MT-TF of the Sdcna lrooess,;, Pow&-. -

a<" -,ss tha (ii f fr~---t us 2 c we,-,..rs svs term ';e'-al" ; --

or an e xp anat ion o t t dta a.T.re.at ion prooc - a

the model use,1 the I -f MT,_F val the cost so''ngs "o'ii

have exceeded $3. 2 million do 11lars. represeniting a ix.i of

over 10.6 to I if only $300 thousand ,olla-s was s as in

investment cost or about 5.- to I using a .t,-L t ,ir, usand

dollar invecment cost.
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In addition to the baseline analysis, the extensive

sensitivity analysis performed showed that the improved

power supply alternative proved to be the more feasible cost

alternative for a wide range of critical variable values

(see Tables 15-17). As Table 16 highlights, the current

power supply would be the more viable alternative only if

the MTBF of the existing power supply had been und~erest mar-

ed by several thousand hours.

The limnited risk analysis performed shcwei that ttai

LCC for the improved power supply alternative could be

expected to range between $850 thousand and about $.223

million dollars. Using the 95 percent probability figure

$1.2 million dollars to represent a conservative LC'

estimate. the operational and support cost savings w,-i'

still amount to about $1.6 milion dollars. Th-is would

still demonstrate a positive ROI of about 2.67 to L. if

$60C thousand dollar figure was used as the baseline Drc~(<t

development cost.

Limitations of CA'SA. While CASA proved to be qu:te

fle:,'ible for performing the trade 'f analv!ses for Eoth the

C-141A/B VSCF System and the AN/'ALR-46,/69 Sinal Processo.

Power Supply. it had some limitations which impact_(d the

overall analysis. As with SILCC. CASA used formulas

designed to calculate optimal spares provisioning f, each

alternative, rather than actual spares provisioning. Tis

may have caused both studies to underestimate the ,c(luisLi

1 2



tion costs of spares for each alternative in both the

C--141A/B VSCF System analysis as well as the AN/ALR-4/66

Signal Processor Power Supply analysis. However. with the

flexibility that CASA has to include both miscellaneous

a~quisi: rcr 1~ e& S Cn 0r 11s co--I L

reflect a wide variety of spares provisioning policies.

Even using these categories, there still is a high probatii

ity --at CASA would inaccurately calcula- , -e spares pi-.:';.ri: -i:

I n(:.

The other challenge to using CASA was to deterrin- tla

proper system monthly operating hours. In the C-4iiA/B VilE

analysis, the system operating hours of both the V',7F an:

the CSD mirrored the weapon system flying h:urS. w

with the MTBP calculations for the AN/1',L -, 46, 6/ in

Processor- Power Supply being calculated as a fi-acti:n of

weapon system operating hour-s, the actual syst

use for the monthly system operating hours input became

somewhat muddled. The researcher decided to use weapon

system operating hoirs for the base- a nalyeis but

par ,ormed a c-:1a1 i son anci!Via- usan, th r ,r -- na -

culation as well. As could be e.:e ted, the fcctic:ni .4

value resultd in a lower operational and support cost

savings ($1.32 millic,n dollars using the fractional value

versus $2.06 million dollars using the full wean,,n s-,'tem

operating hours) . However . even usinj this l ower f - c oa

value, the RO wxAs still about 2.3 t- 1



Two other CASA l imitat ions, whi le n1ot. serio us ly hrd

ing the analyses undertaken, nevertheless should be men-

tioned. since they did slow down the overall pace of the

analysis. Althougrh the actual CASA software was easy t,,- use

,A iiu p v),ideU l Ia rge amuounL_ Df c-i. 1 iint I. P . I ,:- C ISZA u s<> ,E

manual was difficult to use. The explanation o-f how dif-

ferent formulas were used. in various CAS--'A calculaticons s

difficult to follow. Man-y hours were spe nt reviewing

user' s rnanuall and several1 proDgram runs were eee by .;

rese-ar che r t o l e arn how t he va r i ous fcrmul1 as wee - n t~ir~L

into various CASA models. A dd it 1 .Dnaly as 1, -

SILCC. CASA documentation did not pro-vide an;Y gruiinc-

where to locate data needed for model use. ThTh i e- a m ita

it is infeasible for a DOD develo-_ped mondel to eveni

this issue. withoutl any,, guadancet provided about wThp- I

grather the data needed for- model Iiputs, the U-11-O

model to perform quantitative analysis bCeco mes mu--I ri-

difficult.

During the initial phases ct this study,,, the authior

used the Supportability iinvestment Dec-ision Anal-i Cel5 t--

(SIDAC) model cataloq as a resource ro-r assistance in -r

mining4 which models to uefor the study arnd where 1

data sou,,rces nee-ded model inputs. Several people- tr :m

Dynamics Research Corporation. who are mem-,bers Of tho



conc1.ep t ex piorat io:n team. o ic : ered somie geneiral aSc--Z-

tance in locating data so~urc'es. determi,--n rio-del utliK

and obtaining some mod"-el software.

The SIDAC model and dlata catalogs did prvie h

the data catalog providing the most assistance.Te

a prov,-- died the re-searcher wj: h functijoria I

0 t Se Y-a :i tng A 1r t'Orce dat tecrs a 11c

of a; epu f~~a a' 't ocn:f

mc~ -l aroa wasi- more >nmo in 'ts :: :t'v

Wh im I Ipr~vd a gene ra d e r i D r orfa lm.,-

mo d el s urvev;'-. an r as s]d,y . tne rn I9 modeI tIht

d escribed with e-n,-otch detail tomake -,1 It -L iza ion c. i.:1

was LAMP/LTAWS and CPEW 42: i,2--4 15-6@) .The d~-r

tat ion on al1l other mo~de s haid to. hbe obt a iined frmthe

rt ice of prima-y r-esponISmbi lit* beft: , r S-,-i w-

abeto obta-in enough inro-rmar ion as to m *'.e

However, as the S1DAC wa;E still unmIrr ina cr ta

,j -lr-ttion during the resear-ch perla-v or this stud%;.s I---r

centexwI :at anteami memiceis w--21

any rncde Is used in this analysis t-- r'-rDvld th au~ Tt I' *

any assista-nce regarding their capatxlitic-s -r mts'c.

Additio-nally. while the mzdlcatalog rvdda motn

starting point frthe mo~del investigat i on -heft:

resear-ch. it was o-nly in driatrt f-c rm whe-n us-ed-1 ty t eauth--Ir

12-)



V A;na us onsAn R-c :- nrnendlat , m

Re-v i ew

The purpose of this researc-h was tc, 'err:.a ;s-w

ust- or e,,,istim-T mic~rocompl-ter-basled lg-tc sper

could irpnrve the evaluation anid validatcr c.rt

abillit:y assessment for mair PIRAMprpc..

tt mi cr tc om pte r - ., o cai su ppc

ma ture-d7- enou ch w i thin th A: Fr - .u ppc I n

to ndc ali r e cea-irh ir nc ch a re

a ' - 1 ~ d -. t:-, ene

One of tenece-ssa-ry st~r-s-.fc ic~

Was e:Karnlninc, ftue e;Js ting,.1)~a~e~nlsct:~a.

t-h-n attem-rpt ifA ad:nt ornmoor it ,nat e

17 ua n t tatave ap hn w1 0 :

mdIsto be, us.". e r esra rrr acm shed Vh t

w~' ihout- ngi l'in ch 1,,- li -

znly th 2,- -areaZ - tx- ~ -1 bI ,. .

hu i c ~ utj i. 0i-g S± p ~ c

erit~~~~~_i- ,r P -''-* cc l4



ana Iysis.i S >IIe cf -Ihe tkeyv a r a abl s t Ia t rl s bes; IL

in the complete aniaiysis and dec isa iL- n: r an" 'FA

were, and may always be. qualitative an niature. de e i -

siori varab les such as the techni-cal risk ojf thle Ti-,,-tan

I- : _ of 1 _ 4' ' '/S PM,7MA.j'COM .o.imct reote u

and may prove difficult, 1f not imuossibie. qanl

Re a rch e sj

Te ta io r e:d r, thc1-i udD ccy lusc-ad :n Zi re euc a o

th- res,:earcher toadequately pnerrc rm h e 1u-; 1 :-.

nenerit analy/Sis for eac-h ofthe PRKA1 pYrojec, s-1 i-e

Ihes :S However, since each hs f h eerc <--

he- a u thor a wiath r ntc-r-St inq a ndc C sorne-T-_am e Sit~ I

legep - 1- 1iQct ire "'es w v t lcus the_1

is to higihl ight the resultS as th-vocra. ycay

i . ae ciaSi 1e v e ani a 1-,

2. n 1t ial Ice surve~y ~n a,' coect Ion;r

3 . final rnm(Adei eh

anaiyai Si pr ed tc be thle c1,net r- t ~

applimatii:r! of thetioe meth mV W~ -<.

Mejtsur C-S, Mlerl an I4 N. 1 7,A N



senior PRAM management were u--ncto ev'alua-te each o 2lt

i t wo ulId not hav e b e en po -Sfibie t I seect the proe

supportability model.

As stated in chapters3 and -4. determinina-- tlhe Iv-i

1. determning the eiro r-nrtcs

2'. evaluating t1-he amount ot data available.

I;ac pro, cess, wajs ra a iA Ivucm :cod h;.

evalla in c catiPRAM Pro, -j-c t Pla-in a-tnd ur~ uec or t

i e w- wi th ~a c" r espec(-t iv- Proi e c MTI-apr. tenr w tar

fIl o ,w-on oco--Iversat ions w, th enir PAM manaqemerpt t -

teauthor abr. ut two w-eks

Although thi.- prceduiu ewAucopS atd L

minrang the decaS m nin r- r Fk:

.tvaale! f.ca, ea3l joVJecr t  WasCZ)h)c~iI t

rratrl.x otdaI ccm c acs u o c;

t~cr;.The u "' :s m"lat Ictl Iar It >

naolModel Q-~lVirvev Data To 12c o The

i7!iF 1 17 -O flK C a' t--c v-et j:IiAN

mo a matc thT e rn' D f an I. sPRAM 1to ah

with the e ormr*mm'ienmoi.>h eerh-h t



rely on se\e liu rsi- --nc- .a a's-z~n irAn

The initial model survey ~ was coducc usn rou-c

Logis~ticsS .ervice tnt i ario Ex cange (LE an SIA

logit icsa* support moe caalss ',-.'.y. th 1- nl

mation both these moe <aaig prvie was. IQV'ef iu=

information ahu zaprablv models an thi

7-:Mary~~~~- OSIshlr. : 1 :.erthe>..s t~ ~w an~_

mae -epe -v ----------- reduce the number - th

modeals.

The m-ot important anuap -t iptCn

,hp ~ ~ ~ ~ ~ ~ ~ -2 AF Cete -f rnvzenc ttt: V--ailfy a!Onl

as--well-tas~ othr AFITi p-ehsr ralat': cwnde Is tuo

£1,.'' "pd wit tis hrn- -ht t
-  

-cc'ctr wa f A :

N-n of~
1 

te qsitav pro4idod hoeoM9

t-andi1 t- 'mP . it ia n i-m''--r- M i h

t:n r rnmte-fi9o primary
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or ab ando.-Ined- bet: ye the procet ss of*I d ata a CIea tlc F1s Wa(

:.1 et--ed.

Another factor that had conrsiderable bear :nciizet

ac cu ra cy wa s thIne amoq-,unto p rev ".I:)us da t sc re en n;, a n:- i

piash ed o n ea c h p rcect byv t-h e or iq:-n,1i P RAM 5fIfic:

I-r The pritnary reso tat laaacrcI-i eswr

tetwo ohrritswa s cu othe ittsaL 1 L 1

memer te PAM srtt to) enre- that: t1--~ i ~n.
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TAb 1 e 1')

ComparIson of ROI Ca l u latior s

PRAM Pro3ect Mode Iin,
Proiect Plan RO! R1

F-5C,/ im, roveo 12.6 , t .

Aircraft Wheel

C-141A/B VSCF .51 to 1 .30 to
5v St ~e n

A N/A LIR--. 46i 6 96. to 1 7 o i

Benetir.s of iM croccm, rer-:based Lc.]:t cs *-. >:- .

The os -n , y, ; c ,m D 11- l 4. t. - , -

rfl,,e15 to pet -rn c,,.3beneti. . , i'S2 . 't,'>.. 'L: ;

crc _ lesCt 1I- this stud.b The us- , ct the:se 11I':' i.i- " _ "

m,7j-CI required the rec',,- t< ez r,-, ,, ,_t:K!-, <'v> . t,-'cr, [

IF~~ ~ If I4 ncl I~nc t '

ho ,i.' :Ia l 1n F F>: [. - '  1' A ]~ tn ~ r . F l 1 , ', [ --

d :r- s-io n~
Int !T ~' -7 tn F: -q _ n-. -

. _, ~ ~ ~ P M-::~srtR S ri. .a f: ~ o t "- S Pi-

...... .. ! , *he -tn ,,[ RAH Pt " r'],n::: A, t " , !

least wo ,, ,I. h " r 3 : --' h , ,; .f s _: t ,<-:



basic recommendations of the origlral PRAM Proiject Plan

analysiS. Quantitative analysi_ usi - the lected d

resulted in overall positive ROIs for the two projects

originally having positive ROIs in the PRAM project Plans.

Additionally, the only project having an unfav,-,rahle ROC in

the original PRAM Project Plan also resultect In a unfaJr-

able RT firom the mcdeling analvsis.

More important than the bottim lne ROT

trhe magnitude ,of the differences. While the use f rnori-il--

did not refute any of the original anai',;- for tose

orojects that origina l iv might have marcina I ly fav-rab -,

unfavor-able 7, 9s. one mignt infer that use of mode

result in differen t inveS decsions ha t hthe reIu cs

ing from the use Cf ua I 1tat ive t ech1nques a Icne - -

of the projects had marginal RO's ts , t t

rat iO moe reseairch wUd have te i-

heore being able to mae any defi~ ti ;e c A m,

Sev eral reasons an be su e t e f I r th d ifer, i -

the o r gira n PRAM Proi ect F Ian and V m,:,de 1r~g q

the re ievarnt data a zlab Ic to per fterm ,the pr,-,'*'.r trade -f

'nses Many imprt ant data e e rrn re p r -i -p ; t -a ,

Sthese orIgan,-, I analyse r s in tne D th, AN A..

46, ''9 digni.l P"rocessr P:we-- F)up ly An, lye ~s, we: i- In-

ete. g .r,-'. b:,th mode Is ed n th:s stude t

.it Ima s -~,- t Il: spares ova)'' sti .n ng f o I i as co t h< , ci,-t t ar . .-

-i-iO



analysis, whereas all three PRAM analyses used the actual

known maintenance spares figures from the various depots.

The actual depot spares for all three projects was signifi-

cantly higher than the optimal spares calculated by the rwo

models (by greater than 5 to I for all three pr.jects).

However, while this may be a problem for comparing altern--

t ive spares costs for- components that have not been

:ro<_,rea. in all three of the aects nied

sary spares had been procured for the existing a ternat:ves

The use of spares provisicn:rn costs in R -alul,:

wcould have overinflat,,ed the ROT - the crocsed improve -

ments More,:,ve- the use of sares cost in the cc.... bere::,

cal cul at ions when they have bec,,, su:n costs for the

exaslt jng aI ternat i'eS W:uld[, result an- inrrelct , ~.,-

The use that- both mo.eIs rrade of ot tma spares pr a -,

-Trrmul i n i a cant l,/ reduce-[ t -. _ number of s ,-a C .i3 ,

all L( calculations, therefore reflectano a more t..

ana 1. 's i S .

'-e the more thoroujh a-a ysas capabi it.,s

by tLi htcf v e1 the h . o r f- pe- frh, v" ,

seiti Ity analses C1 seveaal crataca! ,':rab!s .

suc-. once the data had been entered and the base ine an- I-

y sas performed. it was a relativl_''y uncomplacard ta. .

analy7e the effects ot chVnges incratcal "arasbie ',:es

o,-n ov'rall 'i cost, arid or, ect R<is. Thesn (Ins 7taW'.

features a i 1 owed the researcher t m deniane at whI-t .,iuec
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of unit cost. MTBF. MTTR. etc., the proposals became either

favorable or unfavorable relative to the existing alterna-

tives. Once the baseline analysis had been performed, most

of the sensitivity analyses could be performed in less than

20 minutes. Without the use of microcomputer-based mod-Is

to perform the sensitivity analyses. the time renqirec .

perform such comparisons would have substantially ." . .

Another bener:i- of using one of the microc,.; ies

models. was the abil ty to accompi 2sh ,uant: tativ- r-

analysis. While the risk analysis performed in th:s re-

search was quite limited in scope. any number o:f v_,ues -r .

probability diistributions could be used to: qu'anti tiv P,:1'

examire the eC r of th'e projec'zs .Analy zi wit':

CASA. The capa bility t rorm this to o ris

does not currently eist within PRAM.

Limitations of Micirncc:.puter Mo-lel I"n Wh- -h,--,

models used added sinnifiant value :n perf rmin th- -:.-

benefit analysis. they were not winhout limitations. m - --

the specific iimitati: ns of a ch model h-ave already -w.'

addre'sed. this s-ti,,r will d s ri- " - - - -- - - -It.-- r-- - -.-

restr i.tions model uo as they g en r l ly apply ..... .

PRAM program aftice and its stutt .

Proper quant itativYe analy is could not have been y-r-

formed without a thoro uh unde-rstandi1ng of hw both .

funct ined. This required the rycearcher to beccnm, laniiai

with not only data required a m's-do I use and tho "-_.v

.... ... ... ... ... ... ... ... ..... .. . .. , ,, ... ,,



model structure, but in some cases, required anudrsad

ing of how vario3us mathematical and statistical forrrulis

were used in performing various calculations. Wh .lIe this

was a very time intensive process, without a thoDrouqh und-r-

standing of the models. they may have been improrieriv -*-

The amount of time needed t-o learn how a Sigle nr~d -

-peratcs was very time intensiv e. AdiinalLw>~~~

use orf a tailored met~hodology proved essent il f"-r thris-,

pr.oject, it also meant that the researc-her was u-dt

bec-ome fami liar wit-h the documentat ion ar.u nrtrno

several modelIs. Whzle t-his pro)ved fesbein a -Earcb:-_-

envirrnm-,nt. the us- of a a rdmode 1ing ehd:

p r ~e t o b e i r p,,-a ct a ca I wit h-,ut, us Ii fu 1 t line ena

Teprimary c~a1of PRM roran naaq is t rv

overall Drancerinto h,,ii assiqned.- Fro-gr amy adPm

Th e p e i f (,rm a C e o. rcni - CCr,0MICost Pb.n fit aria. I v s 2_

pro.:ject is only one of the mnany eciomftinrg tasks thv a

required toG perf~ in t-he -pro iect manauce.ment pr-C!s--S..

Adda i t ionia I ly , at arn' tve time . a S 1 q Ie PRIAM m~o

p pr. 4- - 1 .'' t 1-, , ipa rmeter : ti - i a I -

Dt ',lm PE-A' Eircqrat i n 'n1 !_d.7Cer .11111 Ii ha-e t,)

lea't n j h'.w t,- use, ev-n a i nci -~ Mondelm rra )e-~

"III t.i-l an~aI/..s iF_.p rilit Su ci -ISJl~



SITDAC- An~aiysi- Ass-istance. While- the analysis a

t-ance qaiven, to the reerhrby the SIDAC conze )t :poa

tion team was peripheral, 't, nevertheless proved to be-

impo r t ant. It provided cgerera 1 quidarice- cc~errjnc d.ait,-

sources and suppor abilit-y modelis atll- '- '

the entire resz'crch. W--thnouit usiln the draft crp-e

TEA.data and fl-ca'talrmqO, the ressadh,

nouch croe- rn mete, Ih SIDAC crnc> pt ~

bc~g cndct - 4-~ ~;',-~rnr~Research C&--orato

and the ais-n Pso'edbymany Ct 1 e p

oroanr, cenre rai di Yec ti -, r fo(,r t h i r --c a rcfh

very valuaible. H,-we-v;r th is researcneir wsual ~

much assstance roin thne D7: er nr 2 v1 a :'

%that theyv did ic.t: *-,wrn. -I iPab h 1 a1t v .- ass.: e r t J or -n .,r

md e s hm ad ~e r d I 'u --a v, '~ ve a11TI I-.

Tb ulgh ta,-'-d with Scm chmal l'--rgng~i~bt

c r thz phad e -f ' - - this~-.-l1 i

tmi nc lh av- ,Sa1

Tl L e rl ct : M -1I42



As with most other research. however, the process c,_

obtaining the data, performing model Survey,, and slc~-

and using the models to perform different levels of sucDort-

ability analysis hicihlights areas in whiich improvements ar

needed and fol low up ireseai-ch Should be perfo-ri-ned. Ba.3ed C

the analysis and findincgs of this thesis ,z. the-1-7 fl c,1 cW Tz

recomijnendaticonS should be con-sidered:

gi~ AFL is (7rently takingsveq

modeirn7::e their reliabilit-Y and' mairitainabhiit'- d ata z

tion systems th-roug~h the PqiennsD oDs i

d.ata accui-acy and quali Jty were. olrai for this

search. Possible reasons suggested f -r 7%&M daTia accur>:';

prctlIems hav.,e been, a 1 acd of da_-ta systemns input ei n

integri.ty. combined wIthi lack ciattentio-n to: dI-ta n'v1

f ed t e ch ,i c i t ns. IAthough orswork 'has been dcone- in

area- to ':o'- c) nssible causeS of data acr

d4ata accur-icy :'ssueS encojunte red during isp

that more work needs to be accompiish ed.ececV 1 w

ef torts that focus o-n solutio-ns toJ data accurac

Any reseairchl- in this area ah. baIso;cld n

the difficulties othe r support-abi 1- :t;na vy wZ

eIn- n -u liv da ta a nd how it has atci fni r, c r

7--:7 The PRA IMc gv m ff it >-J 111 d '~'~ o

I bl~y 4f develop ing( a sta nd A r, J.- t t K

-;crk~h-~ts~shas -hot W4V: -h ra:i d:
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cost /be netfat an alvs is of majo DR_.AM orc1 (--cts. 1ne O

s u ch proact wo,.rk11S he ets co()uld i mpr o ve t he thoro , : 1 uhnec

major PRAM project analyses. Any workshmt dvlced h>

-allo :)w -fo:r flIexi b ,la 1ty in data collectio-n, hwvr

data reruirements may vary btwee1. prij -t_. t e

threse pirniect acolliect ion woo.,Sh ts

of now to pract anal 1v imc ncrate u: L;.> .

m -r apP -- : -I i' - 1 r1 n'

corao z : rT~~w -- -. -a-, - -_. r- A-

or: lt-r<: r<. C 1

&nlIv ht.2. s1u T),

h r 
4 -- U -. c

14 T,, iJ- i r a-

ur - "P I.I>1



a the famnilJ-iar =at ion and t-a .i nr f Q

managersin -,he use otlo;asticz su-nct oo

b. the deve loprien't cf an i-os upr~1t

analysis Section that would provide the caz-antil ilv t~

tor awide varaety of ar~t.naiys~i;

c. the usE7e of other Air 7orce r crr

such7 a- z Ie tA to pe rfom these tanalyses

.4. sme crnb~natior~ ~ese h a'-

4. Follow u p r e Sear -i b c h~ s h-;I

'n ~i I ty oa aDpD y In Ct ta i c- eci rnoc"A rl."!

zrote lg s issuppr1- a'7 nci e s.

Se-monst'rated th fa.-bi 1 1n

i t11he PRTAM ;7 c .'T: n e a2
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Appendix A: Sa~mpie Project Worksheet
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Appendix~ B: F-IfC/Dr :mroDved XLS 'Wheel mro'ec: Wor-s'.-eet
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Appendix C: C-141 VSCF System Project Worksheet
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Appendix D: AN/AL.R-46/69 Signal Processor Power Succ~lY
Proiect Vorksheel:
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Appendix E: Initial Input Values for
0-J 014 A t e... :- e

17:32:39 07-15-89
Life Cycle Cost Input Parameter Variables

File Name: 2014alum

Work Unit Code Name: WHEEL,MLG
Work Unit Code: 13AKB

Manufacturer: BENDIX
National Stock Number: 1630010585612

Data gathered by: CAPT DAVID MARTIN
File Tine and Date: 11:33:13 06-23-89

DEVC Development Cost $ 0.
SYSI System Investment Cost $ 0.
SEC Support Equipment Cost $ 0.
M Number of Operating Bases - 11.
AOH Average Annual Operating Hours Hr 115644.0
POH Peak Month Operating Hours Hr 13467.0
PIUP Projected Inventory Usage Period Yr 20.
UC Unit Cost of Item As a Spare $ 6780.00
W Weight of Item Lb 160.60

TBD Mean Time Between Demand Hr 2035.8
MTBR Mean Time Between Removal Hr 668.0
NRTS Fraction of Removals Not Reparable at Base - .090

RTS Fraction of Removals Reparable at Base - .910
COND Fraction of Removals Condemned - .010
PAMH Preparation and Access Manhours Hr .50
RM} Replacement Manhours Hr 8.40
SMI Scheduled Maintenance Interval Hr .00

SM}O Scheduled Maintenance Manhours Hr .00
BCMH Bench Check Manhours Hr .00
BMH Base Maintenance Manhours Hr 8.42

BMC Base Direct Material Cost/Failure $ 6.30

BRCT Base Repair Cycle Time Mo 4.000
DMH Depot Maintenance Manhours Hr 12.00
DMC Depot Direct Material Cost/Failure $ 1375.48
PA Number of Reparable Items - 1.
PP Number of Consumable Items - 49.
PCB Number of Consumable Items Stocked at Base - 0.
OST Order and Shipping Time Mo .700
DRCT Depot Repair Cycle Time Mo 1.800

BLR Base Labor Rate/Manhour $ 9.57

DLR Depot Labor Rate/Manhour $ 21.46
PSC Packing and Shipping Cost/Pound $ 3.00
SA Base Inventory Management Cost/Item/Year $ 2.55
IMC Initial Inventory Management Cost/Item $ .00
RMC Recurring Inventory Management Cost/Item/year $ 230.50



Appendix F: inlti:al :nput Val;es *:r --UCD RST Alternatve

17:36:12 07-15-89
Life Cycle Cost Input Parameter Variables

File Name: newrst

Work Unit Code Name: WHEEL,MLG
Work Unit Code: NONE
Manufacturer: BENDIX PROPOSAL

National Stock Number: NONE AVAILABLE
Data gathered by: CAPT DAVID MARTIN

File Time and Date: 15:49:15 06-30-89

DEVC Development Cost $ 0.
SYSI System Investment Cost $ 846500.
SEC Support Equipment Cost $ 0.
M Number of Operating Bases - 11.
AOH Average Annual Operating Hours Hr 115644.0
POH Peak Month Operating Hours Hr 13467.0
PIUP Projected Inventory Usage Period Yr 20.
UC Unit Cost of Item As a Spare $ 7800.00
W Weight of Item Lb 160.60
MTBD Mean Time Between uemand Hr 4071.0
MTBR Mean Time Between Removal Hr 1002.0
NRTS Fraction of Removals Not Reparable at Base - .090
RTS Fraction of Removals Reparable at Base - .910
COND Fraction of Removals Condemned - .010
PAMH Preparation and Access Manhours Hr .50
RMH Replacement Manhours Hr 8.40
SMI Scheduled Maintenance Interval Hr .00
SMH Scheduled Maintenance Manhours Hr .00
BCKH Bench Check Manhours Hr .00
BMH Base Maintenance Manhours Hr 8.42
BMC Base Direct Material Cost/Failure $ 6.30
BRCT Base Repair Cycle Time No 4.000
DM1H Depot Maintenance Manhours Hr 12.00
DMC Depot Direct Material Cost/Failure $ 743.00
PA Number of Reparable Items - 1.
PP Number of Consumable Items - 49.
PCB Number of Consumable Items Stocked at Base - 0.
OST Order and Shipping Time Mo .700
DRCT Deprt Repair Cycle Time Mo 1.800
BLR Base Labor Rate/Manhour $ 9.57
DLR Depot Labor Rate/Manhour $ 21.46
PSC Packing and Shipping Cost/Pound $ 3.00
SA Base Inventory Management Cost/Item/Year $ 2.55
IMC Initial Inventory Management Cost/Item $ .00
RMC Recurring Inventory Management Cost/Item/year $ 230.50



Appendix G: Ranked Sensitlvity Anai',vss of 2014 Variahles

17:53:28 07-15-89
Life Cycle Cost Sensitivity Analysis

File Name: 2014alum

Work Unit Code Name: WHEEL,MLG
Work Unit Code: 13AKB
Manufacturer: BENDIX

National Stock Number: 1630010585612
Data gathered by: CAPT DAVID MARTIN

File Time and Date: 11:33:13 06-23-89

Variables Changed by Delta = .05
Confidence Level of Base and Depot Spares = .95

Rank Variable Original Value Upper Lower Sensitivity

1 PIUP 20.00 21.00 19.00 142.286900
2 MTBR 668.00 701.40 634.60 139.014400
3 AOH 115644.00 121426.20 109861.80 138.677100
4 NRTS .70 .74 .66 129.683400
5 PSC 3.00 3.15 2.85 68.155950
6 W 160.60 168.63 152.57 68.165640
7 DMC 1375.48 1444.25 1306.71 50.943720
8 DLR 21.46 22.53 20.39 9.5378;0
9 DMH 12.00 12.60 11.40 9.537850
10 UC 6780.00 7119.00 6441.00 8.392208
11 BLR 9.L7 10.05 9.09 5.785517
12 RMH 8.40 8.82 7.98 4.253409
13 COND .01 .01 .01 4.144300
14 RMC 230.50 242.02 218.98 3.592797
15 PP 49.00 51.45 46.55 3.451903
16 N 11.00 11.55 10.45 3.436163
17 RTS .30 .32 .28 1.378988
18 BMH 8.42 8.84 8.00 1.279048
i9 POH 13467.00 14140.35 12793.65 1.036075
20 DRCT 1.80 1.89 1.71 1.036075
21 MTBD 2035.80 2137.59 1934.01 1.036075
22 PAMH .50 .52 .47 .253212
23 BMC 6.30 6.62 5.99 .099940
24 PA 1.00 1.05 .95 .079305
25 SA 2.55 2.68 2.42 .017115
26 BCMH .00 .00 .00 .000000
27 PCB .00 .00 .00 .000000
28 OST .70 .74 .66 .000000
29 SYSI .00 .00 .00 .000000
30 SEC .00 .00 .00 .000000
31 BRCT 4.00 4.20 3.80 .000000
32 DEVC .00 .0C .00 .000000
33 SNI .00 .00 .00 .000000
34 IMC .CO .00 .00 .000000
35 SMHI .00 .00 .00 .000000



Appendix H: Ranked Sensitivity Analysis of RST Variables

17:55:10 07-15-89
Life Cycle Cost Sensitivity Analysis

File Name: newrat

Work Unit Code Name: WHEEL,MLG
Work Unit Code: NONE

Manufacturer: BENDIX PROPOSAL
National Stock Number: NONE AVAILABLE

Data gathered by: CAPT DAVID MARTIN
File Time and Date: 15:49:15 06-30-89

Variables Changed by Delta .05
Confidence Level of Base and Depot Spares = .95

Ra.,k Variable Original Value Upper Lower Sensitivity

I PIUP 20.00 21.00 19.00 121.886300
2 WTBR 1002.00 1052.10 951.90 116.749700
3 AOH 115644.00 121426.20 109861.80 116.471500
4 NRTS .70 .74 .66 107.010100
5 PSC 3.00 3.15 2.85 68.165830
6 W 160.60 168.63 152.57 68.165720

DMC 743 00 780.15 705.85 27.518570
8 SYSI 846500.00 888825.00 804175.00 19.403490
9 UC 7800.00 8190.00 7410.00 9.654753

10 DLR 21.46 22.53 20.39 9.537736
11 DM1 12.00 12.60 11.40 9.537736
12 BLR 9.57 10.05 9.09 5.785517
13 RMC 230.50 242.02 218.98 5.389195
14 COND .01 .01 .01 5.363751
15 PP 49.00 51.45 46.55 5.177854
16 RMH 8.40 8.82 7.98 4.253294
17 M 11.00 11 55 10.45 3,959090
18 POH 13467.00 14140.35 12793.65 1.787917
19 DRCT 1.80 1.89 1.71 1.787917
20 XTBD 4071.00 4274.55 3867.45 !.787917
21 RTS .30 .32 .28 1.378988
22 BM 8.42 8.84 8.00 1.27904R
23 PAMH ,50 .52 .47 .253174
24 PA 1.00 1.05 .95 .118507
25 BMC 6.30 6.62 5.99 .099940
26 SA 2.55 2.68 2.42 .025673
27 PCB .00 .00 .00 .000000
28 0S1 .70 .74 .55 00000
29 DEVC .00 .00DO .000000
30 BRCT 4.00 4.20 3.80 .000000
31 SMI .00 .00 .00 .000000
32 SMHC .00 .00 .00 .000000
33 BCMI .00 .00 .00 .000000
31 IMC .00 .00 .00 .000000
15 SEC .00 .00 .00 .OOOO



Append:x I: In t:i nputs for -141A/B CSD r-SE:ve

COST ANALYSIS AND STRATEGY ASSESSMENT (CASA) MODEL--VERSION 1.0

LIST INPUTS PROGRAM

DEFENSE SYSTEMS

MANAGEMENT COLLEGE

INPUT LCC DATA FILE: c]41csd.dat 07-15-89

Level 1 = ORGANIZATIONAL
Level 2 = INTERMEDIATE
Level 3 = DEPOT

NOTE: Numbers in parentheses following section headings
denote references from CASA Users Manual

STUDY NAME (4.1): C-141 Constant Sneed Drive

GENERAL INPUT INFORMATION (4.2)

Reliability Growth Option: N (None)
Initial Year of Study: 1985
Ysar in Which Dollars are Expressed: 1985
Study Life (Months): 300
Cost Adjustment Factor: 1.000
MTBF Adjustment (Degradation) Factor: 1.000
Average Ojirating Hours per Month per System: 83.83
System Operitor Rrquired Portion: .00000
System Operator Labor Rate (8/br): .00
Support Equipment and Spares Factor: 1.000
Portion of Repair Time Spent on RTOK: .000
Consumables Cogt as Portion of Piece Parts Cost: .000

MAINTENANCE LEVEL INFORMATION (4.3)

Level I Level 2 Level 3

No. of Operating Systems per Loc.: 1(8. 0. 1084
Maintenance Labor Rate (S/hr). 9.57 .20 21.46
Available Support Equip. Hours per Mo.: 173. 173. 173.
Support Equipment Utilization Factor: 1.00 1.00 1.00
Initial Spt Eq Sparvs Cost Portion; .95 95 .95
Spares Confidence Level: .95 .95 .95
Earned Hour Ratio. 1.00 1 .00 1.00
System Repa:r Elapse-1 Time (Hours). 16 00 .D0 48 0



SYSTEM PRODUCTION AND COST DATA (4.4)

Previous Quantity of Systems Produced: 2007.
Base Unit Cost per System (S): 0133.7e
Installation Cost per System ()]: .00

Quantity Quantity Rate
Year Produced Slope Slope

1985 0. 1.0000 1.0000

SYSTEM DEPLOYMENT DATA (4.5)

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

1985 1084. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.

SYSTEM HARDWARE DATA (4.11)

List of Abbreviations:

COND : Portion of failures expected to be condemned
DPT Depot level
INT : Intermediate level
K Adjustmen t (Degradation) factor for MTBF
LREM : Primary Removal Level
LRPR : Primary Repair Level
MCPR Material cost per repair
MTBF Mean time between failures
MTTR : Mean time to repair
WRTS Portion of failures not repairable at the primary repair level
ORG ; Organizational Level
QPNHA: Quantity per next higher assembly
RTOK : Portion of failures expec'ed to retest okay
TAT ; Turnaround time in months

---------------------.-.-------------------------------------------------------

1) No. Item Name Type Unit Cost QPNHA MTBF K MTTR
..............................................................................

2) Weight ---Spares TAT--- NRTS COND
(Lb, ORG INT DPT LTPR LREM RTOK MCPR NRTS TAT COND TAT

I) 1 Contant Speed Drive 1 60133.76 1 1595. 1.000 16.00
2: 75.00 02 00 1.05 3 1 .001 2t83.24 .790 1 05 .00) .00

1) 2 2 .00 1 1. 1.000 .00
2 .00 .00 .00 .00 2 1 .000 .00 .000 ,00 000 .00

1. 3 3 c0 1 1. 1.000 .00
2 .00 .00 .00 .00 3 2 .0c .00 .000 .00 .000 .00



MISCELLANEOUS OPERATION AND SUPPORT COSTS (4.30)

Name Level Year CoSt

Annual Gen. Repairs 3 1985 489000.00
1986 489000.00
1987 489000.00
1988 489000.00
1989 489000.00
1990 489000.0 n

1991 489000.00
1992 489000.00
1993 489000.00
1994 489000.00

1995 489000.00
1996 489000.00
1997 489000.00

1998 489000.00
1999 489000.00
2000 489000.00

2001 489000.00
2002 489000.00
2003 489000.00
2004 489000.00
2005 489000.00
2006 489000.00
2007 489000.00
2008 489000.00

2009 489000.00

TRANSPORTATION COST DATA (4.16)

Cost (S) per Pound Between:
Organizational and Intermediate Levels: .000
Organizational and Depot Levels: 3.000
Intermediate and Depot Levels: .000
Depot Level and a Factory Depot: .000

Paperwork and Packaging Cost per Trip: .000



Append:x 7: ZnV.ai n f:r -41A/E VSCF Alternat:ve

COST ANALYSIS AND STRATEGY ASSESSMENT (CASA) MODEL--VERSION 1.0

LIST INPUTS PROGRAM

DEFENSE SYSTEMS
MANAGEMENT COLLEGE

INPUT LCC DATA FILE: cl4lvscf .dat 07-15-89

Level I = ORGANIZATIONAL
Level 2 = INTERMEDIATE
Level 3 = DEPOT

NOTE: Numbers in parentheses following section headings
denote references from CASA Users Manual

STUDY NAME (4.1): C141 Variable Speed Constant Frequency Drive

GENERAL INPUT INFORMATION (4.2)

Reliability Growth Option: I (None)
Initia. Tear of Study: 1985
Year in Which Dollars are Expressed: 1985
Study Life (Months): 300
Cost Adjustment Factor: 1.000
MTBF Adjustment (Degradation) Factor: 1.000
Average Operating Hours per Month per System: 83.83
System Operator Required Portion: .00000
System Operator Labor Rate ($/hr): .00
Support Equipment and Spares Factor: 1.000
Portion of Repair Time Spent on RTOX: .000
Consumables Cost as Portion of Piece Parts Cost: .000

MAINTENANCE LEVEL INFORMATION (4.3)

Level I Level 2 Level 3

No. of Operating Systems per Loc.. 108. 0. 1084.
Maintenance Labor Rate (S/hr): 9.57 .00 21.46
Available Support Equip. Hours per Mo.: 173. 173. 173.
Support Equipment Utilization Factor: 1.00 1.00 1.00
Initial Spt Eq Spares Cost Port:on; .95 .95 .95
Spares Confidence Level: .95 .95 .95
Earned Hour Ratio: 1.00 1.00 1.00
System Repair Elapsed Time (Hours): 16 00 .00 48.00



SYSTEM PRODUCTION AND COST DATA (4.4)

Previous Quantity of Systems Produced: 0.
Base Unit Cost per System (J); 75400.00
Installation Cost per System (s); 15000.00

Quantity Quantity Rate
Year Produced Slope Slope

1985 1435. 1.0000 1.0000

SYSTEM DEPLOYMENT DATA (4.5)

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

1985 1084. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.

SYSTEM HARDWARE DATA (4.11)

Li3t of Abbreviations;

COND : Portion of failures expected to be condemned
DPT : Depot level
INT Intermediate level
X : Adjustment (Degradation) factor for MTBF
LREM Primary Removal Level
LRPR : Primary Repair Level
MCPR : Material cost per repair
MTBF Mean time between !allures
MTTR : Mean time to repair
NRTS : Portion of failures not repairable at the primary repair level
ORG : Organizational Level
QPNHA: Quantity per next higher assembly
RTOK : Portion of failures expected to retest okay
TAT : Turnaround time in months

----..------------------------------------------------------------------------

1) No. Item Name Type Unit Cost QPNHA WTBF K MTTR

...................-----------------------------------------------------------

7) Weight ---Spares TAT--- NRTS COND
(Lbs) ORO INT DPT LRPR LREM RTOK MCPR NRTS TAT COND TAT

1) 1 Var Spd Cnt Freq Dr I 74500.00 1 4000. 1.000 16.00
2) 75.00 .03 .00 1.05 3 1 .001 1969.92 .790 1.05 .000 .00

1) 2 2 .00 1 1. 1.000 .00
2) .00 .00 .00 .00 2 1 .000 .00 .000 .00 .000 .00

1) 3 3 .00 1 1. 1.000 .00
2) .00 .00 .00 .00 3 2 .000 .00 .000 .00 .000 .00



PRE-PRODUCTION NON-RECURRING ENGINEERING COSTS (4.9)

Name Year Cost

Airframe Non-Recurr 1985 1600000.00

MISCELLANEOUS ACQUISITION COSTS (4.29)

Name Year Cost

PRAM Cst/Cont Nonrec 1985 7000000.00

TRANSPORTATION COST DATA (4.16)

Coot (8) per Found Between;
Organizational and Intermediate Levels: .000
Organizational and Depot Levels; 3.000
Intermediate and Depot Levels: .000
Depot Level and a Factory Depot: .000

Paperwork and Packaging Cost per Trip: .000

I '



Appendix K: niial nDuts for AN/ALR-46/69 Ex>=trnG
Power Supply Alternat:ve

COST ANA YSIS AND STRATEGY ASSESSMENT (CASA) MODEL--VERS'O 1.0

:3 222 2 X33331 3 2 S 3 3 22 h 22S3h 2 1u3h39 2h33 33an2 81393 X 2 2IS V

LIST INP UTS PROGRAM

DEFENSE SYSTEMS
MAIAGEMENT COLLEGE

INPUT LCC DATA FILE: exist4d.dat 07-22-69

Level I a ORGANIZATIONAL
Level 2 * INTERMEDIATE
Level 3 a DEPOT

NOTE: Numbers in parentheses following section headings
denote references from CASA Users Manual

STUDY NAME (4.1): Existing AN/ALI-46/19 Power Supply

GENERAL INPUT INFORMATION (4.2)

Reliability Growth Option: N (None)
Initial Tear of Study: 1985
Year in Which Dollars are Expressed; 1985
Study Life (Months): 120
Cost Adjustment Factor: 1.000

M'rBF Adjustment (Degradation) Factor: 1.000
Average Operating Hours per Month per System: 26.34
System Operator Required Portion: .00000
System Operator Labor Rate (8/br): .00
Support Equipment and Sparas Factor: 1.000
Portion of Repair Time Srtnt on RTOX: .000
Consumables Cost as Pc-.ion of Piece Parts Cost: .010

MAINTENANCE LEVEL INFORMATION (4.3)

Level I Level 2 Level 3

No. of Operating Systems per Loc.: 25. 0. 3319.

Maintenance Labor Rate (8/hr): 9.57 .00 48.32

Available Support Equip. Hours per Mo.: 173. 173. 173.

Support Equipment Utilization Factor: 1.00 1.00 1.00

Initial Spt Eq Spares Cost Portion: .95 .10 .95
Spares Confidence Level: .95 .95 .95

Earned Hour Ratio: 1.00 1.0 1 .00

System Repair Elapsed Time (Hours) a.05 72.00 11.18

SYSTEM PRODUCTION AND COST DATA (4.4)

PreviouQs Quantity of Systems Produced. 3765.

Base Unit Cost per System (9). 4180.00
Installation Cost per System (1): .00

1 7KJ



PRE-PRODUCTION MOM-RECURRIVG ENGINEERING COSTS (4 9)

Nam* Tear Cost

PRAM PROJECT COST 0 500000.00

SYSTEM HARDWARE DATA (4.11)

List of Abbreviations:

COND Portion of failures expected to be condemned
DPT : Depot level
INT Intermediate level
K Adjustment (Degradation) factor for MTBF
LREM : Primary Removal Level
LRPR Primary Repair Level
MCPR : Material cost per repair

M TBF : Mean time between failures
MTTR : Mean time to repair
NRTS :Frtion of failures not repairable at the primary repair level
ORG : Organizational Level
QPNHA: Quantity per next higher assembly
RTOK : Portion of failures expected to retest okay
TAT : Turnaround time in months

..............................................................................

1) No. Item Name Type Unit Cost QPNHA MTBF K MTTR

2) Weight ---Spares TAT--- NRTS COND
(Lbs) ORG INT DPT LRPR LREM RTOK MCPR NRTS TAT COND TAT

1) 1 ALR-48/69 Power Sup 1 3000.00 1 10000. 1.000 1.50
2) 5.00 .10 .00 .91 3 1 .000 78.00 .895 .90 .000 .00

1) 2 2 .00 1 1. 1.000 .00

2) .00 .00 .00 .00 2 1 .000 .00 .000 .00 .000 .00

1) 3 3 .00 1 1. 1.000 .00

2) .00 .00 .00 .00 3 2 .000 .00 .000 .00 .000 .00

SYSTEM DEPLOYMENT DATA (4.5)

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

1985 3319. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.

TRANSPORTATION COST DATA (4.18)

Cost (S) per Pound Between:
Organizational and Intermediate Levels 00
Organizational and Depot Levels: 4.080
Intermediate and Depot Levels: .000
Depot Level and a Factory Depot: .000

Paperwork and Packaging Cost per Trip: 000

171



Appendix L: :nltal f for AN/ALR-46/69 Incroved
Power Siooly Alternative

COST ANALTSIS AND STRATEGY ASSESSWENT (CASA) MODEL--JVERSION 1.0

LIST IP)UTS PROGRAM

DEFENSE SYSTEMS
MANAGEMT COLLEGE

INPUT LCC DATA FILE: new48.dat 07-24-89

Level I • ORGANIZATIONAL

Level 2 INTERMEDIATE
Level 3 2 DEPOT

NOTE: Numbers in parentheses following section headn z
denote references from CASA Users Manual

STUDY NAME (4.1): Improved AN/ALR-48/89 Power Supply

GENERAL INPUT INFORMATION (4.2)

Reliability Growth Option; N (None)

Initial Year of Study: 1985
Year in Which Dollars are Expressed: 1985

Study Life (Months): 120

Cost Adjustment Factor: 1.000

MTBF Adjustment (Degradation) Factor: 1.000

Average Operating Hours per Month per System: 28.34
System Operator Required Portion: .00000

System Operator Labor Rate (8/hr): .00

Support Equipment and Spares Factor: 1.000

Portion of Repair Time Spent on RTOX: .000

Consumables Cust as Portion of Piece Parts Cost: .010

MAINTENANCE LEVEL INFORMATION (4.3)

Level I Level 2 Level 3

No,. of Operating Systems per Loc.: 25. 0. 3319.

Maintenance Labor Rate (0/br): 9.57 35.00 48 32

Available Support Equip. Hours per Mo.: 173. 173. 173.

Support Equipment Utilization Fa:tor: 1.00 i.00 1 00

Initial Spt Eq Spares Cost Portion: .95 .10 .95

Spares Confidence Level: .95 .95 95

Earned Hour Ratio: 1.00 1.00 1.00

System Repair Elapsed Time (Hours): 8.85 72.00 1 30

qYSTEM PRODUCTION AND COST DATA (4.4)

Previous Quantity of Systems Produced. 3785.

Base Unit Cost per System (s): 3000.00

Installation Cost, per System s). .00



sYSTEMd DEPLOYMENT DATA (4.5)

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

1985 3319. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0

SYSTEM HARDWARE DATA (4.11)

List of Abbreviations:

COND : Portion of failures expected to be condemned

DPT Depot level
INT Intermediate level
K : Adjustment (Degadation) factor for MTBF
LREM : Primary Removal Level
LRPR : Primary Repair Level
MCPR : Wterial cost per repair

MTBF : Mean tame between failures
MTTR : Mean time to repair
NRTS Portion of failui-is not repairable at the primary repair level

ORG : Organizational Level
QPNHA: Quantity per next higher assembly
RTOK : Portion of failures expected to retest okay
TAT ; Turnaround time in months

1) No. Item Name Type Unit Cost QPNHA MTBF K M'rTR

2) Wegsh t --- Spares TAT--- NRTS CON
(Lbs) ORG INT DPT LRPR LREM RTOX MCPR WRTS TAT COND TAT

1) 1 ALR-48/69 Power Sup 1 4160.00 1 2960. 1.000 11.18
2) 5.00 .10 .00 .91 3 1 .000 78.00 .895 90 .000 .00

1) 2 2 .00 1 1. 1.000 .00
2) .00 .no .00 ,00 2 1 .000 .00 .000 .00 .000 .00

1) 3 3 .00 1 1. 1.000 .00
2) .00 .00 .00 .00 3 2 .000 .00 .000 .00 .000 00

TRANSPORTATION COST DATA (4.10)

Cost (9) per Pound Between:
Organizational and Intermediate Levels. .000
Organ-zational and Depot Levels: 4.080
Intermediate and Depot Levels: 500
Depot Level and a Factory Depot. .000

Paperwork and Packaging Cost per Trip: .000
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